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Abstract: Mining fuzzy multidimensional association rules is Database, a? discussed I,n [4].  The process, of
one of the important processes in data mining application. This denormalization Can. be p.rowded.base.d or.1 the relation of
paper extends the concept of Decision Tree Induction (DTI) tables as presented in Entity Relationship Diagram (E&RD
dealing with fuzzy value in order to express human knowledge a relational database. Result of this process is argene
for mining fuzzy multidimensional association rules. Decision  (denormalized) table. Second is the process of conistguct

Tree Induction (DTI), one of the Data M|n|ng classification FDT generated from the denormallzed table
methods, is used in this research for predictive problem solving

in analyzing patient medical track records. Meaningful fuzzy
labels (using fuzzy sets) can be defined for each domain data.
For example, fuzzy labels poor disease, moderate disease, and
severe disease are defined to describe a condition/type of
disease. We extend and propose a concept of fuzzy information
gain to employ the highest information gain for splitting a node.
In the process of generating fuzzy multidimensional association
rules, we propose some fuzzy measures to calculate their
support, confidence and correlation. The designed application
gives a significant contribution to assist decision maker for

Process of Mining
Process of
Generating FOT %>< FDT % Uzzy Association

analyzing and anticipating disease epidemic in a certain area. Figure 1. Process of mining association rules
Keywords. Data Mining, Classification, Decision Tree In the process of constructing FDT, we propose a method
Induction, Fuzzy Set, Fuzzy Association Rules how to calculate fuzzy information gain by extending the
existed concept of (crisp) information gain to employ the
1. Introduction highest information gain for splitting a node. The laghe

Decision Tree Induction (DTI) has been used in machirferocess of mining fuzzy assogaﬂon rules. In this ssice
zzy association rules are mined from FDT. In the gssc

learning and in data mining as a model for prediction & it association rules. we propose some f
. . ining fuzz iati ules, w uzz
target value based on a given relational database. &here 9 y ) propose y
easures to calculate their support, confidence and

some commercial decision tree applications, such as tWoerreIat'on Minimum suobort. confidence and correlation
o ; ion. Minimum su , i [
application for analyzing a return payment of a loan fof PP

owning or renting a house [16] and the application " be given to reduce the number of mining fuzzy

software quality classification based on the prograr%SSOCIatlon rules. The designed application gives a

modules risk [17]. Both applications inspire this resedoch S|gn|f|gant contnbL-Jt-lon. to ?SS'St de.C'S'On maker for-
develop an application for analyzing patient medical tra&nalyzmg and anticipating disease epidemic in a certain
record. The Application is able to present relation @gno are . . .
(single/group) values of patient attribute in decision tre .The structure of .the paper is the followmg: Sectlo.n 2
diagram. In the developed application, some domains (glrsgusses denormalized process of data. Sec.thr-] 3 gives a
data need to be utilized by meaningful fuzzy labels. F jpsic  concept of association rules. Definition and

example, fuzzy labelpoor diseasemoderate diseasend orgwulat;g; of son"lne measu(;efs SCL;CP as s.upp-ortt, co:.relatlon
severe diseasdescribe a condition/type of diseagenng and confidence rule as used for determining interestingness

middle agedandold are used as the fuzzy labels of ageso.f the association rules are briefly recalled. Sec as

Here, a fuzzy set is defined to express a meaningful fuz i contribution of this paper is devoted to propose the

label. In order to utilize the meaningful fuzzy label&® concept and algorlthm for generating FDT. Section 5
need to extend the concept afrigp) DTI using fuzzy proposes some equations of fuzzy measures that play

approach. Simply, the extended concept is calfedzy |mpo.rt.ant role n t.he- process Of. mining  fuzzy
Decision Tree(FDT). To generate FDT from a normalizedmUIt'd'me\nSIonaI a;somqtmn rgles. Sgctlon 6 demqrmrat
database that consists of several tables, theresemeral the aIg(-)rlth.m gnd na S'”.”p'e llustrative results. Fina
sequential processes as shown in Figure 1. First is tﬁ%nclusmn Is given in Section 7.

process of joining tables known d3enormalization of

* This paper was extended version of our paper presented at ICONIP 200907
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2. Denormalization Data Table A Table G
PK |D1 PK |D8

A

In general, the process of mining data for discovering

association rules has to be started from a singlee tabl Bg FK1 B?
(relation) as a source of data representing relatioangm ;D4
item data. Formally, a relational data table [R3jonsists of

a set of tuples, wheterepresents thieth tuple and if there
are n domain attributesD, then t, =(d,;,d;,,---,d,,). —

Here,d; is an atomic value of tuple with the restriction to i BZ Bg
the domairD;, whered; [1D;. Formally, a relational data =

Table B Table D

PK |DS PK |D10

A

table R is defined as a subset of the set of cross Figure 2. Example of ERD Physical Design
productD, xD, x---x D, , whereD ={D,,D,,---,D,} . Tuple

t (with respect tdR) is an element dR. In generalR can be From the example, it is clearly seen that there faue

shown in Table 1. tables:A, B, C andD. Here, all tables are assumed to be
independent for they have their own primary keys.
Table 1: A Schema of Relational Data Table Cardinality of relationship between Tabke and C is

supposed to be one to many relationships. It islaino
relationship between Tabke andB as well as Tabl& and
TUpIeSDl Dz Dn D. TableA consists of four domains/fields, D1, D2, D3 and
t1 dl dl qn D4; TableB also consists of four domains/fields, D1, D5,
1 2 D6 and D7; TableC consists of three domains/fields, D1,
t, d21 d22 d2n D8 and D9: TableD consists of four domains/fields, D10,
. . .. D11, D12 and D5. Therefore, there are totally 1&haios

. . . data as given by D={D1, D2, D3, ..., D11, D12}

t dr dr dr Relationship betweeA andB is conducted by domain D1.
1 2 n Table A and C is also connected by domain D1. On the

other hand, relationship betweBnandD is conducted by

A normalized database is assumed as a resultroicags of D5. Relation amond\, B, C andD can be also represented

normalization data in a certain contextual data.e Thoy graph as shown in Figure 3.

database may consist of several relational datkestaib

which they have relation one to each others. Tredation @ﬂ@ﬂ‘ {os} @

may be represented by Entities Relationship Diagram

(ERD). Hence, suppose we need to process some m®mai Figure 3. Graph Relation of Entities

(columns) data that are parts of different relalodata

tables, all of the involved tables have to be comdi Metadata expressing relation among four tablesiam dn

(joined) together providing general data tableSince the the example can be simply seen in Table 2.
process of joining tables is an opposite process of

normalization data by which the result of genesthdable Table 2: Example of Metadata

is not a normalized table, simply the process iBeda [Tgple1 Table? Reations
Denormalization and the general table is then called TableA TableB (D1}
de?ormallzed tf;\rk:let In”tr(lje prqcess]:. o;‘ddenc;r[Eahz%tlt?n, (Ijt IS TableA TableC (D1}

not necessary that all domains (fields) of thecathbine TableB TableD (D5}

tables have to be included in the targeting tdbktead, the
targeting denormalized table only consists of idéng
domains data that are needed in the process ohgiiales.
The process of denormalization can be performeddoan

Through the metadata as given in the example, wg ma
construct six possibilities of denormalized taldeshown in

two kinds of data relation as follows. Table 3. I .
Table 3: Possibilities of Denormalized Tables
2.1. Metadata of the Nor malized Database No. Denormalized Table
Information of relational tables can be stored imetadata. 1 | CA(D1,D2,D3,D4,D8,D9);
Simply, a metadata can be stored and representedaye. CA(D1,D2,D08,D9);
Metadata can be constructed using the informatibn o CA(D1,D3,D4,D9), etc.
relational data as given in Entity Relationship dbam 2 | CAB(D1,D2,D3,D4,D8,D9,D5,D6,D7),
(ERD). For instance, given a symbolic ERD physizgign CAB(D1,D2,D4,D9,D5,D7), etc.
is arbitrarily shown in Figure 2. 3 | CABD(D1,D2,D3,D4,D5,D6,D7,D8,D9,

D10,D11,D12), etc.

4 | AB(D1,D2,D3,D4,D5,D6,D7), etc.
5 | ABD(D1,D2,D3,D4,D5,D6,D7,D10,
D11,D12), etc.

6 | BD(D5,D6,D7,010,D11,D12), etc.




62 (IJCNS) International Journal of Computer and Network Security,
Vol. 1, No. 2, November 2009

CA(D1,D2,D3,D4,D8,D9) means that TableandC are = Lung Cancer” representing relation between
joined together, and all their domains are participated as‘Bronchitis” and “Lung Cancer” which can also be weitt
result of joining process. It is not necessary to take as a single dimensional association rule as follows:
domains from all joined tables to be included in theiltes
e.g.CA(D1,D2,D8,D9),CAB(D1,D2,D4,D9,D5,D7) and so Rule-1
on. In this case, what domains included as a resuhef t Dis(X," Bronchitis")= Dis(X," Lung Cancer"),
process depends on what domains are needed in the process
of mining rules. For D1, D8 and D5 are primary key ofvhere Dis is a given predicate anX is a variable
Table A. C and B, they are mandatory included in therepresenting patient who have a kind of disease (i.e.
result, TableCAB. “Bronchitis” and “Lung Cancer”). In general, “Lung

22 Table and Function Relation Cancer” and “Broqchitis” are two different data thae a

. ] i ) taken from a certain data attribute, calism In general,
It is possible for user to define a mathematical fumclior  Apriori [1,10] is used an influential algorithm for mining
table) relation for connecting two or more domaiftwo  frequent itemsets for mining Boolean (single dimensjonal
different tables in order to perform a relationshipMeein  5ssociation rules.
their entities. Generally, the data relationship fiomt  aqgitional related information regarding the identity of
performs a mapping process from one or more doma'Bétients, such asge occupation sex address blood type
from an entity to one or more domains from its partntc may also have a correlation to the illnespaifents.
entity. Hence, considering the number of domains iretlv considering each data attribute as a predicate, it can
in the process of mapping, it can be verified that th@ee therefore be interesting to mine association rulesaoing
four possibility relations of mapping. multiple predicates, such as:
Let A(A,A,,---,A)and B(B,B,,--,B,)be two

different entities (tables). Four possibilities of ftioo f Rule-2:

performing a mapping process are given by: Age(X,"60") U SmK(X,"yes") = Dis(X,"Lung Cancer},
o0 One to one relationship
f: A - B, where there are three predicates, namélge Smk

(smoking)and Dis (disease)Association rules that involve

o0 One to many relationshi ; ) )
y P two or more dimensions or predicates can be referres to

FiA - B, xB, x-xB, multidimensional association rules Multidimensional
o Many to one relationship association rules with no repeated predicate as given by
f:A xA x--xA - B Rule-2, are callednterdimension association rulgd]. It
Th 2 K N

may be interesting to mine multidimensional assogiatio

rules with repeated predicates. These rules are daltait-
FrA XA x-xA - B, xB, x---xB, dimension association rules.g.:

Obviously, there is no any requirement considering typk a

size of data between domainsAnand domains iB. All  Rule-3:

connections, types and sizes of data are absolutelydepen AgeX,"60") 0 SmKX, "yes") ODis(X, " Bronchitis')

on functionf. Construction of denormalization data is then = Dis(X," Lung Cancer),

performed based on the defined function.

o Many to many relationship

o ) o To provide a more meaningful association rule, it is
3. Fuzzy Multidimensional Association Rules necessary to utilizRizzy set®ver a given database attribute

Association rule finds interesting association 0f:alledfuzzy association rulas discussed in [4,5]. Formally,

correlation relationship among a large data set ofs'tengiveAn a g”f?p ((jjokr)nairm, ang artrj]i.trz?ry fu.zzy sfe’;] (sfa Y fu;zg i
[1,10]. The discovery of interesting association rules cact) is defined by a membership function of the form [2,8]:

help in decision making process. Association rule mining
that implies a single predicate is referred as a single A:D - [01]. (1)
dimensional or intradimension association rule sintce i
contains a single distinct predicate with multiple A fuzzy set may be represented by a meaningful fuzzy
occurrences (the predicate occurs more than once within label. For example,youngd, “middle-ageti and “old” are
rule). The terminology of single dimensional orfuzzy sets oveagethat is defined on the interval [0, 100] as
intradimension association rule is used in multidimeradionarbitrarily given by[2]:
database by assuming each distinct predicate in thegae a
dimension [1].
Here, the method ofnarket basket analysisan be
extended and used for analyzing any context of database.
For instance, database of medical track record patients
analyzed for finding association (correlation) among
diseases taken from the data of complicated severakdsea
suffered by patients in a certain time. For examplmigtht
be discovered a Boolean association rule “Bronchitis
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suppor (A= B) = support A B)

1 X< 20 _ #tuple{ AandB)
young(x) =4 (35-x)/15 ,20< x<35 B #tupleqall _data)’ (3
0 , X235
0 ,X<20 or x=60 where #uplegall_data) is the number of all tuples in the
middle_aged(x) = (x-20)/15 ,20< x< 35 ' Ir:eol(;:Vj)gn(:alta tuples (or tran:actions). o
— (60-X)/15 ,45< X< 60 ple, a support 30% for the.assoc-latlon rule (e.g.,
1 35< x < 45 Rule.-l) means that 39% of all patients in .the all data
' medical records are infected both bronchitis and lung
0 X< 45 cancer. From (3), it can be followed
old(x) =(x-45)/15 ,45<x<60 supportA = B) =supportB= A). Also, (2) can be
1 ,X =60 calculated by

Using the previous definition of fuzzy sets @ge an

example of multidimensional fuzzy association rule retat ' _ support(A B)
among the predicatege Smk and Dis may then be confidencg A= B) = support(A)
represented by:

(4)

Correlation factor is another kind of measures to uatal
correlation between A and B. Simply, correlation daatan
be calculated by:

Rule-4
Ag€X,"young") O SmKX,"yes") = Dis(X, " Bronchitis)

3.1. Support, Confidence and Correlation correlatin(A—= B) =correlatin(B = A)
Association rulesare kind of patterns representing _ support{ Al B) 5
correlation of attribute-value (items) in a given sttata - suppor{ A) x suppor¢B)’ )

provided by a process of data mining system. Generally,
association rule is a conditional statemgnich kind ofif-
then rulg. More formally [1], association rules are the

form A= B, that is,

Itemset A and B are dependent (positively correlated) iff
correlation(A= B) >1. If the correlation is equal to 1,

thenA andB are independent (no correlation). Otherwise, A
a, U---Oa, =b 0---Ub,, where g(for i ang B are negatively correlated if the resulting value of
{1,....m}) and b; (for jJ {1,...,n}) are two items (attribute- CO'relation is less than 1.

o o A data mining system has the potential to generate a
value). The association ruleA=> Bis interpreted as phuge number of rules in which not all of the rules are
“database tuples that satisfy the conditions in A are alsateresting. Here, there are several objective measof
likely to satisfy the conditions in"BA={a,,---,a,}and rule interestingness. Three of them are measure of rule
support, measure of rule confidence and measure of
) ] o ) correlation. In general, each interestingness measure
interestingness of an association rule is generaliecociated with a threshold, which may be controliethb
determined by three factors, nametynfidencesupportand  yser. For example, rules that do not satisfy a confidence
correlation factors. Confidence is a measure of certainty treshold ninimum confidende of, say 50% can be
assess the validity of the rule. Given a set of mléwdata considered uninteresting. Rules below the threshold
tuples (or transactions in a relational database) tfiminimum supportas well asminimum confidengelikely

B={b,---,b,} are two distinct itemsets. Performance o

confidence of ‘A= B” is defined by: reflect noise, exceptions, or minority cases and avbatly
of less value. We may only consider all rules thatehav
#tuple{ AandB) positive correlation between its itemsets.

confidenc A= B) =

(2) As previously explained, association rules that involve
two or more dimensions or predicates can be referres to
multidimensional association ruleMultidimensional rules

where #uplegA and B) means the number of tupleswith no repeated predicates are calleterdimension

containingA andB. association rules(e.g. Rule-2)[1]. On the other hand,

For example, a confidence 80% for the Association Rate (fmultidimensional association rules with repeated predicate

example Rule-1) means that 80% of all patients whwehich contain multiple occurrences of some predicates, a

infected bronchitis are likely to be also infected lwagcer. calledhybrid-dimension association ruleShe rules may be

The support of an association rule refers to the peageruf also considered as combination (hybridization) between

relevant data tuples (or transactions) for which thgepa intradimension association rules and interdimension

of the rule is true. For the association ruld“> B” where association rules. Example of such rule are shown in-Rule

A and B are the sets of items, support of the rule can tgrée predlc.ateDlls. IS rep_ez_ated. Here, we may flrst_ly be
defined by interested in mining multidimensional association ruék

no repeated predicates or interdimension associatios. rule
The interdimension association rules may be generated
from a relational database or data warehouse with phelti

#tuplegA)
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attributes by which each attribute is associated wvéith supportA—= B) =supportAl B)

predicate. To generate the multidimensional association _
rules, we introduce an alternative method for mining the :l{ti |9 =c;,0c; DAL B} (10)
rules by searching for the predicate sets. Conceptually, |QD(D, U Dg)]|

multidimensional association ruleéA = B consists ofA
and B as two datasets, called premise and conclusiogpnfidenc§ A= B)as a measure of certainty to assess the

respectively. validity of A= Bis calculated by

Formally, A is a dataset consisting of several distinct data,

where each data value kis taken from a distinct domain I{t |d. =c,,0Oc, 0 ADB}|
attribute inD as given by confidencé A= B) =—— —— (11)

_ . |{ti|dij:aj'DajDA}|
A={a; |a;0D,, forsome jUN,},

where, D, U D is a set of domain attributes in which alllf support@) is calculated by (6) and denominator of (10) is

data values of\ come from. changed ta, clearly, (10) can be proved having relation as
Similarly, given by (4).
B={b, |b OD., forsome jON_} A andB in the previous discussion are datasets in which
J J ) nJ

each element oA and B is an atomic crisp value. To
where, D; U D is a set of domain attributes in which allprovide a generalized multidimensional association rules,

data values a8 come from. instead of an atomic crisp value, we may consider each
For example, from Rule-2, it can be found tAa{60, ye§,  €lement of the datasets to be a dataset of a ceftanain
B={Lung Cancer},D,={ Age Smk and Dg={Dis}. attribute. HenceA andB are sets of set of data values. For

ConsideringA = B is an interdimension association rule€xample, the rule may be represented by

it can be roved thaD, | Al, and

D, n Dy =D_ : _ Agg(X,"20...60") C SmK X, "yes") =
Support ofA is then defined by: Dis(X, "bronchitis, lung cancer?,

|{t |d, =a,,0a, OA}| ©) whereA={{20...29}, fyes}} and B={bronchitis, lung
r ' cancer}}.
Simply, letA be a generalized dataset. Formallyis given
wherer is the number of records or tuples (see Table 19¥
Alternatively, r in (6) may be changed t®D(Da)| by A={A |A OD;, forsome jON,}.
assuming thqt r-ecords or tuples, mvglved in the process(?orresponding to (7), support Afis then defined by:
mining association rules are records in which data sabfie

support@) =

a certain set of domain attributd3,, are not null data.
Hence, (6) can be also defined by: support@) :| {t |dii b AJ‘ ’DAj UAH (12)
|QD(D,)|

t |d =a,0a OA Similar to (10),

support@y = 1t >0 - imilar o (10)
A —

where QD(D,), simply called qualified data of Da, is SupportA= B) =supportAL] B)
defined as a set of record numbet$ i which all data _H{t [d; ©C;,0C; DAU B} (13)
values of domain attributes i, are not null data. |QD(DADDB)|

Formally, QD(D,) is defined as follows.

QD(D,) ={t, |t,(D,) # null,0D, 0D,}. () Finally, confidenc§ A= B) is defined by
t |d. OC.,0C, OAOB

Similarly, confidenc¢ A= B) :l{l'{lti 'l‘dij DlAj ,DlAj DA}|}|(14)
|{t; [d; =b;,0b; OB}| ©)

|QD(Dg) | ' To provide a more generalized multidimensional
association rules, we may consideandB as sets of fuzzy
labels. Simply,A andB are called fuzzy datasets. Rule-4 is
an example of such rules, whefe={young yeg and
B={bronchitis}. A fuzzy dataset is a set of fuzzy data
consisting of several distinct fuzzy labels, wherenefazzy
label is represented by a fuzzy set on a certain domain
attribute. LetA be a fuzzy dataset. FormalBy,is given by

supportB) =

As defined in (3),suppor{ A= B) is given by



A={A | A OF(D,), forsome jON,},

where F(D, ) is a fuzzy power set db;, or in other words,

A is a fuzzy set ob;.

Corresponding to (7), support Afis then defined by:
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chosen as the test attribute for the current nodes Thi
attribute minimizes the information needed to clasHify
samples in the resulting partitions and reflects thetlea
randomness or impurity in these partitions. In order to
process crisp data, the concept of information gain uneas
is defined in [1] by the following definitions.

Let S be a set consisting of s data samples. Suppose the

z Inf {A (d;)} class label attribute has m distinct values defining stiruit
support@) = = A0 ) (15) classesC; (for i=1,..., m). Lets be the number of samples
|QD(D,)| of Sin classC;. The expected information needed to classify
Similar to (10), a given sample is given by
support@d = B) =supportAl B -
PPOTA= B) =supporteil) B) 1(S1:S,1---8) = =2 Py 1o, (p) 19)
i=1
B Z:l: 'Q,ID {C (du )} (16) whe;repi is tr:je probabilitydt?;/t an arbitrary sample belongs
= to classC; and is estimate S.
lQD(D ub )l Let attribute A havev distinct values, &, a,, ..., a}.

Attribute A can be used to partitiddinto v subsets, §, $,
Confidenc A= B) is defined by ., S}, where§ contains those samples$that have value
r aj of A. If A was selected as the test attribute then these
chunAE {C (d|, )} subsets would correspond to the braches grown from the
confidenceA= B) = '"1r - 7) node containing the s& Lets; be the number of samples
of class G in a subsetS. The entropy, or expected
information based on the partitioning into subsetAbys

Z LanA{ A (d;)}

given by
Finally, correlatin(A= B) is defined by
r v '
2SN g E(A) = Zu (S 1+ 1Sy) (20)
correlatio(A= B) =—=— =t S
inf { A(d; )} xinf{B(d,  t..tS,
;,\DA{A( 2 BKDB{ (@} The term 2% acts as the weight of thjeh subset

<

and is the number of samples in the subset divided by the
total number of samples B The smaller the entropy value,

e greater the purity of the subset partitions.The dingo
formation that would be gained by branchingfors

Similarly, if denominators of (15) and (16) are changed to
(the number of tuples), (17) can be proved also havmﬁ
relation as given by (4). Here, we may consider andeprov
that (16) and (17) are generalization of (13) and (145n
respectively. On the other hand, (13) and (14) are

generalization of (10) and (11). Gain(A)=I (S1, %..... %) — HA) (21)

In other wordsGain(A)is the expected reduction in entropy
caused by knowing the values of attribate
Based on type of data, we may classify DTI into twuety When using the fuzzy value, the concept of information
namely crisp and fuzzy DTI. Both DTI are compared basaghin as defined in (19) to (21) will be extended to the
on Generalization-Capability [15]. The result showst thdollowing concept. Let S be a set consisting sofdata
Fuzzy Decision Tree (FDT) is better than Crisp Dedisi samples. Suppose the class label attribute rhadistinct
Tree (CDT) in providing numeric attribute classificationvalues,v; (for i=1,..., m), definingm distinct classes;; (for
Fuzzy Decision Tree formed by the FID3, combined witli=1,..., m). And also suppose there araneaningful fuzzy
Fuzzy Clustering (to form a function member) and validateabels, Fj (for j=1,..., n) defined onm distinct valuesy..
cluster (to decide granularity) is also better than Ritund(v;) denotes membership degreevoin the fuzzy sef .
Decision Tree. Here, Pruned Decision Tree is congidase Here,F; (for j=1,...,n) is defined by satisfying the following
a Crisp enhancement [14]. Therefore in our researck, woproperty:
disease track record analyzer application development, we
propose a kind of FDT using fuzzy approach.

An information gain measure [1] is used in this research z F (v) =10 0{1,..m}
to select the test attribute at each node in the 8aeh a i
measure is referred to as an attribute selection measa  Let 5 be a weighted sample correspondingrtas given

measure of the goodness of split. The attribute with trb-g‘/ B, Zdet(C )xF,(v,), where defG;) is the number of
highest information gain (or greatest entropy reductien)

4. Fuzzy Decision TreeInduction (FDT)
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elements inC;. The expected information needed to classify Related to the proposed concept of FDT as discussed in
a given weighted sample is given by Section 4, the fuzzy association rul®, —=F; can be
generated from the FDT. The confidence, support and
correlation ofT, =F; are given by

3.3 min(F, (4).T, @) xdetC n B,) (27)

confidenceT, = F,) =

(BB B) == P, 100, (P)) @)

wherep; is estimated by/s.

Let attribute A haveu distinct values, &, &, ..., a},
defining u distinct classesB, (for h=1,..., u). Suppose there
arer meaningful fuzzy labelsIy (for k=1,...,r), defined on
A. Similarly, Ty is also satisfy the following property.

3T, (a,) xdet(®,)

>3 min(F, (4).T, (@) xdetC, n B,)

S

28)

suppor(T, = F;) =

r
T =1,0h0O{1,...,u uomo
Zk: k(ah) { } zzmln(':j (), T (a,)) xdetC, n By) (29)
; —h i
If A was selected as the test attribute then these fuz%?/"elat'm(TkéFi)_ sz:': v)xT. (o) x detC. n B
subsets would correspond to the braches grown from the 4 (%) T (@,)xdet(C, 0 B,)
node containing the se& The entropy, or expected To provide a more generalized fuzzy multidimensional

information based on the partitioning into subsetsAbys  association rules as proposed in [6], it is started feom

given by single table (relation) as a source of data repreggntin
relation among item data. In gener®,can be shown in
; :
o ay teta,, Table 1 (see Section 2).
E(A) = z—n (- Q) (23) Now, we considery and y as subsets of fuzzy labels.
k=1

Simply, y andy are called fuzzy datasets. A fuzzy dataset is
a set of fuzzy data consisting of several distinct fuabgls,
where each fuzzy label is represented by a fuzzy set on
. certain domain attribute. Formally, and y are given by
- i X={FIFOQ(D), O jON} and ¢={F[FOQ(Dy), O jON},
Ty = Zh:Z min(F; (), Ti(a,)) x detC; 0 By) where there ara domain data, anf(D;) is a fuzzy power
(24)  set of Dj. In other words,F; is a fuzzy set orD;. The

Whereoy be intersection betwedfy andT, defined on data
sampleS as follows.

Similar to (4),!(i....,and is defined as follows. confidence, support and correlatioryct> y are given by
n S .
| (@yeree @) == Py 100, (Py) (25) 2 Inf (F;(d;)}
= supportfy = ¢) == (30)
wherepy is estimated by/s. s
Finally, the encoding information that would be gained by
branching on A is S .
Z F.IDr)](sz,//{ F; (d;)}
. i=1 i
Gain(A)=I(Bs, Bz, ) — ELA) (26)  confidencey =¢) =" (31)

> inf{F(d,)}
Since fuzzy sets are considered as a generalizatiorispf =X
set, it can be proved that the equations (22) to (26)Isoe a
generalization of equations (19) to (21).

ZS: inf {F;(d;)}

correlation(y = ¢) = ) = FiOxOw (32)

o . . ZLUDE({AJ (d; )}Xéngp{ B (d )}
Association rules are kind of patterns representing =1 “
correlation of attribute-value (items) in a given stdata  Here (30), (31) and (32) are correlated to (16), (17) and
provided by a process of data mining system. Generalk}8) respectively.
association rule is a conditional statemgnich kind ofif-
then rulg. Performance or interestingness of an associatiéh FDT Algorithms and Results

rule is generally determined by three factors, namelyhe research is conducted based on the Software
confidencesupportandcorrelationfactors. Confidence is a Development Life cycle method. The application design
measure of certainty to assess the validity of the. rihe conceptual framework is shown in Figure 1. An input for
support of an association rule refers to the percentagedg}vebped application is a single table that is produced by
relevant data tuples (or transactions) for which théepa  genormalization process from a relational database Th

of the rule is true. Co”elatp” factor is anothe.r.dqof main algorithm for mining association rule process, i.e
measures to evaluate correlation between two entities

5. Mining Fuzzy Association Rulesfrom FDT
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Decision Tree Induction, is shown in Figure 4. Level 1.1.1
AGE=young
- Level 1.1 D%/g-r(?oo%)
For i=0 to the total level DISEASE=poor Yes (0%)
Check whether the level had already split DE:/ZT(gs.s%)
If the level has not yet split Then Yes (1.5%) e
Check whether the level can still be split o 65.7%)
If the level can still be split Then Yes (4.3%)
Call the procedure to calculate information gain TEETT
Select a field with the highest information gain Level 1 Level 1.2 AaEsyoung
Get a distinct value of the selected field o a7%) DAy ol No (100%)
Check the total distinct value Yes (13%) oo, Ve
If the distinct value is equal to one Then
Create a node with a label from the value name Level 122
Else - DEATH
Check the total fields that are potential toobee D SEAGE=sovere Yo et
a current test attribute e 0%)
If no field can be a current test attribute Then Yes (100%)
Create a node with label from the majority E——
value name Figure 6. The generated decision tree
Else
Create a node with label from the selected
value name In this research, we implement two data types as & etz
End If namely alphanumeric and numeric. An example of
End If alphanumeric data type idisease We can define some
End If meaningful fuzzy labels oflisease such aspoor disease
End If moderate diseaseandsevere diseaseévery fuzzy label is
End for represented by a given fuzzy set. Tdge of patients is an
Save the input create tree activity into database example of numeric data typeAge may have some
Figure 4. The generating decision tree algorithm meaningful fuzzy labels such g®ungandold. Figure 6

[Furthermore, the procedure for calculating informatiorfOWS an example result of FDT applied into three domains

gain, to implementing equation (22), (23), (24), (25) an(]attrlbutes) data, namelyeath AgeandDisease

(26), is shown in Figure 5. Based on the highest infoonati

gain the application can develop decision tree in whieh t .

user can display or print it. The rules can be generabed f 7. Conclusion

the generated decision tree. Equation (27), (28) and (29) ai¢e paper discussed and proposed a method to extend the
used to calculate the interestingness or performaneeedy concept of Decision Tree Induction using fuzzy value. Some
rule. The number of rules can be reduced based on thgéneralized formulas to calculate information gain ware
degree of support, confidence and correlation comparedit@roduced. In the process of mining fuzzy associatioestul

the minimum value of support, confidence and correlatiofome equations ware proposed to calculate support,

determined by user. confidence and correlation of a given association rules
Finally, an algorithm was briefly given to show thegess
Calculate gain for a field as a root how to generate FDT.

Count the number of distinct value field
For i=0 to the number of distinct value field
Cou_nt the number of dlstlnct_value root fleld. Acknowledgment
For j=0 to the number of distinct value root field
Calculate the gain field using equation (4) and (8) This research was supported by research grant Hibah

End For Kompetensi (25/SP2H/PP/DP2M/V/2009) and Penelitian
Calculate entropy field using equation (5) Hibah Bersaing (110/SP2H/PP/DP2M/IV/2009) from
End For Indonesian Higher Education Directorate.

Calculate information gain field

Figure 5. The procedure to calculate information gain
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