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Abstract—Recently, a lot of works has been done in speech 
technology. Text-to-Speech and Automatic Speech Recognition 
have been the priorities in research efforts to improve the 
human-machine interaction. The ways to improve naturalness 
in human-machine interaction is becoming an inportant matter 
of concern. Voice conversion can be served as a useful tools to 
provide new insights related to personification of speech 
enabled systems.  
In this research, there are two main parameters are considered 
vocal tract structure and pitch. For conversion process speech 
is resolved in two components, excitation component and 
filtered component using Linear Predictive Coding (LPC). 
Ptich is determined by autocorrelation.  
After obtained the acoustic components from source speaker 
and target speaker, then the acoustic components will be 
mapped one-to-one to replaced the the acoustic feature from 
source speaker to target speaker. At least, signal is modified by 
resynthesis so the resulted speech would perceive as if spoken 
by target speaker. 
 

Keywords-Speech Processing, Audio Signal Processing, 
Voice Conversion, Linear Predictive Coding, Autocorrelation, 
PSOLA. 

I.  INTRODUCTION  
The last few years there has been a rapid development in 

speech technology. The study was conducted to improve the 
quality of human-computer interaction. These studies have 
proven bringing benefits to the wider community, such as 
technology, Text-To-Speech (TTS), which continues to be 
refined, speech-to-text, for the speech recognition. Using 
TTS for example, will help the blind or illiterate to 
understand the meaning of a text on the system.  
Currently, speech recognition and TTS is top priority 
research in the field of speech technology that aimed at 
improving human-computer interaction. Improving the 
natural communication in human-computer interaction has 
become an important issue to be addressed. Voice 
conversion technology is expected to answer these 
problems, due to the ability associated with the 
personification of the speech system provided by voice 
conversion. 

Voice conversion is a method that aims to modify 
someone's speech (source speaker) so as if spoken by 
another person (target speaker). General basic framework of 
voice conversion can be seen in figure 1.  

 
Figure 1. General Framework for Voice Conversion 

Source: Turk (2003, p. 2) 
 

The system gets input from the target speaker and the 
source speaker. From the input, the system can take some 
voice characteristics such as pitch, vocal tract parameters, 
and speed, which then through a process of transformation 
will be converted into outputs (transformed speech). 
The ability to change characteristics of a speaker's voice can 
be applied in many fields, for example, in the field of 
voiceover (dubbing). Moreover, it can also be used to 
produce regenerated voice of the actress / actor who had 
died or who had lost his beautiful or young voice because of 
age. The other application, it can be used to produce sound 
actress / actor in certain other languages which are not 
spoken by actress / actor. In addition to the field of 
voiceover, voice conversion technology can also be used to 
develop speech processing technologies, such as Text-To-
Speech (TTS), e-mail readers, Interactive Voice Response 
(IVR), and others. 

Generally, a TTS system can only generate the sound of 
several speakers. This is due to the high costs required to 
enrich the database of the voice on the TTS system and the 
time needed to record and process the sound from each 
speaker. Voice conversion can be used to generate a new 
voice for TTS system without the need to conduct a long 
process. Several studies have been developed to overcome 
the problems of using voice conversion in TTS, some of the 
researcher are Bob Dunn (2003), A. Cain and M. Macon 
(1998a), A. Cain and M. Macon (1998b), as well as C.M. 
Ribeiro and I.M. Trancoso (1997). 

The development of voice conversion technology is 
also expected to assist the development of security and 
forensic applications that use speech signal for the 
identification and authentication procedures. In this study, 
the approach with DSP (Digital Signal Processing) is 
possible because each person has a unique vocal quality due 
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to the structure of vocal tract and pitch range owned. Vocal 
tract and pitch is called static speech parameters, the 
parameters in which the speaker has limited control 
(Mecwan, et al., 2009). 

 

II. VOICE CONVERSION 
 

There are many methods that can be used in voice 
conversion. This raises the difficulty to obtain the optimal 
method for all possible combinations of characteristics and 
speakers (Turk, 2003). Different voice conversion system 
can use different methods, but at least most of the system 
consists of several components such as methods to represent 
the specific characteristics of the speakers, method to map 
the characteristics of the source and target, methods to 
transform the source characteristics of speech. 

 

A. Digitization of Sound 
Sound is wave include the macroscopic and involve air 

molecules are pressed and expanded under the action of 
some physical equipment. For example, in an audio 
speakers vibrating system, wave vibrates back and forth and 
produce longitudinal pressure which we accept as sound (Li 
& Drew, 2004). Sound has a continuous value, in contrast to 
digital sound which has a limited range. So, wanting to use 
digital versions of sound waves, it takes the form of a digital 
representation of audio information.  

 
Figure 2. Analog Signal 

Source : Li & Drew (2004, p. 127) 
 

Figure 2 shows the nature of one-dimensional sound. 
Change the value from time to time in the amplitude, the 
pressure increases or decreases over time. Fully digitize the 
signal samples needed in each dimension in time and in 
amplitude, sampling and quantization respectively. 

Sampling means measuring the quantity, usually at a 
uniform distance. Sampling is done on the time basis. 
Sampling rate means the number of sample taken at a 
distinct time. For audio, the sampling rates range from 8 
kHz (8000 samples per second) to 48 kHz. 
The sample taking based on the amplitude or voltage 
dimension referred to quantization. Quantization rates 
generally range between 8-bit to 16-bit, 8-bit quantization 
divides the vertical axis into 256 levels, and 16-bit divide it 
into 65,536 levels. 

Resampling is a process to change the sampling rate of 
the signal which aims to improve the efficiency of various 
signal processing operations. Down-sampling is intended to 
reduce the sampling rate, while up-sampling is intended to 
increase the sampling rate (Toivonen, 2009). 
The algorithm used to improve the precision of the 
resampling method is sine interpolation (Boersma, 2001). 
This algorithm assumes that the signal is the sum of sine 
functions. Because of the limitation of the depth 
interpolation, the sum will be multiplied by Hanning 
window. Hanning window can be calculated using equation 
1 until 6 
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where sine function is defined as : 

( ) ( ) 0/sinsin;10sin ≠≡≡ xforxxxcc                   (6) 

B. Deconvolution 
Speech is a convolution between the source x(t) with 

input to the filter response h(t). To analyze the signals so 
that obtained characteristics of the output y(t), it requires a 
process to separate the signals so that they can be analyzed 
individually. Separation process is called deconvolution (see 
Figure 2). In this study, we used Linear Predictive Coding 
(LPC) to do the deconvolution process. 
 

 
Figure II. Deconvolution System to Separate a Complex Signal 

Source : Upperman  (2008, p.5) 
 

LPC method is chosen based on computational 
efficiency (Mecwan, et al., 2009). LPC is a method used to 
predict samples from the speech signal through several 
previous samples. LPC coefficients can be used to divide 
the speech signal into two parts, transfer function and 
excitation. N-th sample can be predicted from the sequence 
of samples which represented the weighted sum of p 
previous samples. : 

∑
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1
][ˆ                                                              (7) 

A set of samples (p) refers to a sequence of LPC. 
Typically, p is between 10 and 20, thereby to produce an 
accurate representation with limited computing. Weight of 
the previous sample (ak) is used to minimize squared error 
between the actual value with the predicted value. This is 
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due to the need for error signal e[n], also called LPC 
residuals, see equation 8 

∑
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The error signal e[n] can be procced using z-transform, see 
equation 9. 
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Thus, we get a representation of error signal E(z) as the 
product of original signal S(z) with transfer function A(z). 
The spectrum of error signal E(z) will have a different 
structure depended on whether the sound sources including 
voiced or unvoiced.  

When LPC coefficients are computed successfully, these 
coefficients can be used to calculate the error signal e(n). 
Implementation where s(n) as input and e(n) is called the 
Speech Analysis results Filter (Park, Sung-won, 2007), as 
shown in figure 3. 

 
Figure 3. Speech Analysis Filter 

Source: Park (2007, p. 7) 
 

Where A(z) is defined as: 
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While the implementation which uses error signal e(n) 

as input and s(n) as output is called Speech Synthesis Filter, 
as shown in figure 4. Figure 5 will illustrate how the LPC 
applied on the voice conversion system 

 
Figure 4. Speech Synthesis Filter 

Source: Park (2007, p.8) 
 

 
Figure 5. Voice Conversion Scheme 

Source: Upperman (2008, p.16) 

A(z) is the transfer function between the original signal 
S(n) and the excitation component e(n). Transfer function of 
the speech signal is the part that relates to sound quality, 
which distinguishes the sound of one person with another 
person. Meanwhile, the excitation component of speech 
signal is the part that relates to certain sounds and words 
produced. As shown in Figure 5, we can put into the 
original signal filters to obtain excitation component. 
Leaving the excitation component into the inverse filter (1 / 
A (z)) allows to get the signal origin. 

 

C. Pitch Period Computation 
According to Dunn (2003), pitch detection has always 

been a complex issue in speech processing. Several 
algorithms for detecting pitch proposed are context-specific 
algorithm, can only work well for certain cases. This 
requires a combination of approaches to detect the pitch of 
the voice. This method basically uses Autocorrelation of 
Voiced or unvoiced detection. 

Mecwan (2009) stated that the pitch needed to detect the 
signal with a window for at least two times the length of the 
period that may arise. At first, do check whether the window 
is included Voiced or not, this is done by comparing the 
average energy of the window with a threshold. According 
to Boersma(2001), there two main processes that need to be 
obtained to calculate the pitch period. These processes are 
pitch analysis and glottal pulses calculation. 

This pitch analysis algorithm is based on autocorrelation 
method (Boersma, 1993). The algorithm is describe as 
following: 
Step1. Is a preprocessing step to eliminate the sidelobe of 
the Fourier transform using a Hanning window on the signal 
coming close to the Nyquist frequency. 
Step2. Perform global initialization for absolute peak value 
of the signal (detail can be seen in Step 3.3). 
Step3. Since the method used is short-term analysis method, 
the analysis carried out on small sections (frames) taken 
from the signal with the default timestep 0.01 seconds. For 
each frame, the candidates sought the maximum number of 
candidates. Unvoiced candidate will always be there. The 
following steps will be executed for each frame: 
Step3.1. The length of the frame (window length) is 
determined from the minimum pitch (fundamental 
frequency) that wanted to detect. Window length should be 
long enough to cover three periods (eg, the minimum pitch 
to be detected 75Hz, then the window length is 40ms). 
Step3.2. Deductions for local average. 
Step3.3. The first candidate is the unvoiced candidate, 
which will always exist. Strength of these candidates is 
calculated from the two thresholds, the voicing threshold 
(threshold which determines whether including Voiced) and 
silence threshold (threshold which determines whether 
including silence). For example, voicing threshold is 0.4 and 
the silence threshold of 0.05, the frame will include 
voiceless if no Autocorrelation peak above 0.4 or the local 
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absolute peak of less than 0.05 times the absolute global 
peak. 
Step3.4. Multiplied by the window function, see equation 11 
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Step3.5. add ‘0’ (zero) as many as the window length. This 
process is done because the interpolation needs 
autocorrelation value at least half of the window length. 
Step3.6. add ‘0’ (zero) until the number of the sample 
reaches a power of two multiplication. 
Step3.7. do Fast Fourier Transform using equation 12 
( ) ( )∫ −= dtetaa tiωω~                                              (12) 

Step3.8. Square the sample on frequency domain. 
Step3.9. do Inverse Fast Fourier Transform using equation 
13 
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Step3.10. then divide by autocorrelation from computed 
window from step 3.5 until 3.9 as shown in equation 14 
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Step3.11. find the position and the continue maxima value 
from ( )τxr  using algorithm brent (Press 1992). The 
maxima position is laid between minimum and maximum 
pitch. While the maximum pitch must be laid between the 
minimum pitch and Nyquist frequency. Local strength for 
unvoiced candidate can be written as equation 15 
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And voiced candidate with highest local strength, can be 
calculated using equation 16.  

( ) ( )max
2

max log ττ ⋅⋅−≡ chMinimimPitOctaveCostrR    (16) 
 

OctaveCost parameters intended to produce a better 
fundamental frequency. From all the periodic signals which 
have peak with the same height, will be selected the lowest 
lag. Value for OctaveCost is default by 0.01 for the criterion 
of 10% (square of 10%). 

After repeating the process above, will be taken several 
pairs of frequency and strength (Fni, Rni), where n is the 
index for the frame (from 1 to number of frames) and i is the 
index for candidate number (from 1 to the number of 
candidates). The best candidate from each frame (locally 
best candidate) is the candidate with the highest R value. 
But there is possibility where there are equally strong 
candidates in some frames. Therefore, it required a step to 
select the global path finder (described in step 4). This is 
intended to minimize the amount of incidental Voiced-

unvoiced decision and a big jump frequency. 
Step 4. For each frame n, pn is a number from 1 to the 
number of frame candidates. Where { pn | 1 ≤ n ≤ number of 
frames} defines a path through the candidates: {(Fnpn, Rnpn)| 
1 ≤ n ≤ number of frames}. With all the possible paths, cost 
can be defined using equation 17. 
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Where transition cost function is defined as equation 18. 
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There is a possibility VoicedUnvoicedCost and 
OctaveJumpCost have same value, 0.2 The globally best 
path is the path with least cost. 

The second process of pitch period computation is 
glottal pulses calculation. If a human word is represented in 
time domain, then the perodic pattern of voiced sound, such 
as voiced obstruents ([b], [d], [g]),  sonorant consonants 
([n], [m], [l]) and all vowels will be found, as shown in 
figure 6 (Eulenberg, John, 2010). 

 

 
Figure 6. The repeating pattern of human’s word 

Source: Eulenber (2010) 
 

Every pattern identified repeatedly is called cycle. The 
duration of each cycle called the glottal pulse or the pitch 
period length (τ in Figure 6). The purpose of this step is to 
take advantage of the pitch contour information which has 
been produced before, to put the glottal pulses. 
Number of points (or glottal pulses) is determined by the 
following algorithm: 
Step1. The first point t1 is ablsolute extremum value of the 
amplitude, whose value is between tmid-T0/2 and tmid+T0/2, 
where tmid is the midpoint of the interval, and T0 is the 
period in tmid, which can be obtained from the pitch contour 
interpolation. 
Step2. From the first point, search the points ti until reach 
left end of the interval. Points must be between ti-1 – 1.2 T0 
(ti-1) dan ti-1 – 0.8 T0 (ti-1). 
Step3. do the same as Step 2 for the right side of ti, the 
search is done until it reaches the right end of the interval. 
Step4. Although Voiced and unvoiced decision is 
determined in the previous section, the points will still be 
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eliminated if the correlation value was less than 0.3. 
However, points can be added at the end of the interval if its 
correlation value greater than 0.7. 
 

D. Transformation 
After going through the processes mentioned above 

(analysis phase), it will get the parameters of the speaker 
source. This parameter is mapped so that the combination 
can produce sound from the speaker's purpose. Some 
important parameters (speech parameters), among others are 
Voiced / unvoiced flag, filter coefficient (target), the mean 
value of gain (target), source pitch, the target pitch. Speech 
parameters were used to reconstruct the output so that 
sounds like the target speech. 

Pitch-Synchronous Overlap and Add (PSOLA) is a 
method used to manipulate the pitch of a speech signal so 
that it matches the pitch of the target speakers. Basic 
algorithm of PSOLA consists of 3 stages (Upperman, Gina, 
et al., 2008). 

First stage, the speech signal is divided into several 
smaller signals and overlap each other. This is obtained by 
windowing around the "pitch mark" or peak amplitude 
(peak ampitude) from the first signal (original signal). 
Windowed segments (the part that has been through a 
process of windowing) usually consist of two to four pitch 
periods.  

The second phase, small signals are repeated or modified 
in a way removed from the speech segments, depending on 
the pitch of the target speakers, whether higher or lower 
than the pitch-source speakers. This resulted in a modified 
duration of the signals that lead to fundamental changes in 
frequency. 

The last stage, the remaining segments combined by 
overlapping and re-adding. The result is a signal with the 
same spectrum with the original but with a different 
fundamental frequency. Thus, the pitch of his voice 
changed, but the quality remains the same. 
 

III. PROBLEM ANALYSIS 
The complexity of human language is one of the difficult 

problems faced in making this voice conversion application. 
When a man speaks, the air exhaled from the lungs and then 
through the mouth and nasal cavity. Air flows out through 
the mouth, restricted and manipulated by the tongue and 
lips. This manipulation process produce contraction and 
expansion against the airflow released, the acoustic waves 
called sound. 

However, a set of a voice series alone can not form 
words and sentences. In a speech, it has useful information, 
such as rhythm, intonation and emphasis that indicate 
grammatical structure, or also an emphasis on certain words 
to indicate the level of interest, and others. The information 
can be different from one person to another. Variations in 
speech style are not limited to the increasing complexity of 

making this application, especially at the voice 
segmentation process. 

In addition there is also the speaker variability (diversity 
of speakers). Every person has a unique voice. But the 
sound produced by a single person can also vary. Therefore, 
variations in sound can be classified based on the actual 
pronunciation (the same word can be pronounced in 
different ways; is never exactly the same when viewed from 
the acoustic wave), speaking style, gender, vocal tract 
anatomy, speaking rate, dialect, etc.  

The design of the application of voice conversion system 
outline is shown in Figure 7 below: 

 
Figure 7.Flowchart of Vocie Conversion System 

 

IV. EXPERIMENT 

A. Experiment on Voice Segmentation Based on Syllable 
Voice segmentation is necessary in dividing the signal 

into smaller parts based on the syllable. Thus, the expected 
characteristics of the speaker can still be maintained. To 
segment the voice in this application, we use end-point 
detection with a combination of threshold volume and 
threshold zero-crossing rate. These following experiments 
will be described in terms of waveform, where the pink line 



 6

marks the beginning of the segment, and light green line 
marks the end of the segment. 

 

 

 
Figure 8. Segmentation result for word “hai” from four speakers. From 

above: (a) Kath (b) Liz (c) Will (d) Zefan. 
 

The experimental result for word with one syllable of 
four speakers, shows the succesfulness of thi application. 
Then, we also test more complex words, “Sistem Cerdas”. 
The segmentation result can be seen in figure 9.  

 

 

 

 

 
Figure 9. Segmentation result for word “Sistem Cerdas”  from  four 

speakers, from above: (a) Kath (b) Liz (c) Zefan (d) Will 
 

Results for the pronunciation of more complex words, 
"Sistem Cerdas" provides different results for different 
speakers, the success rate of 50% for the experiment above. 
This is related to the diversity of speakers or so-called 
speaker variability. Diversity is what causes the speaker 
system is difficult to segment accurately. 
 

B. Experiment on Pitch Similarity Between Simulated 
Speaker  and Target Spreaker 
Here is a test to find out how close the pitch of the sound 

produced by the application with the sound of the source 
speaker and target speaker. 

 
Table 1. Comparison of Pitch Calculation  

Source Target 
No word 

Speaker Freq 
(Hz) Speaker  Freq 

(Hz) 

Converted 
Freq (Hz) 

1 Good Kath 242.0417 Liz 266.9492 263.1579 
2 Hai Kath 227.0855 Zefan 176.259 172.4138 
3 Saya Liz 259.1069 Will 170.1389 172.4138 
4 Hallo Zefan 162.0132 Liz 100.1817 100 
5 A Will 151.4423 Zefan 191.5725 188.6792 

 
Table 2. The Percentage of Pitch Calculation  

No word Target 
Freq (Hz) 

Converted 
Freq (Hz) 

1 Good 266,9492 263,1579 
2 Hai 176,2590 172,4138 
3 Saya 170,1389 172,4138 
4 Hallo 100,1817 100,0000 
5 A 191,5725 188,6792 

 
Pitch of the sound produced by this application is 

approximate the pitch of the target speakers, although not 
exactly the same. From the comparison of the rates can be 
seen that the pitch modification is quite successful (the 
average percentage of success of 98.67%). 

V. CONCLUTION 
Based on the experiments result, we can conclude some 

of the following:  
• The segmentation result is good enough to detect 

syllable in certain words, depend on the input which can be 
vary widely. 

• Segmentation successfulness is depended on the length 
of utterance. The longer the utterance, the lower the success 
rate will be. 

• The result of segmentation will affect the whole 
process of voice conversion. A good segmentation will 
produce good result. 

• Modify the pitch gives good results. This is proven by 
the average percentage, 98.67% as shown on table 2. 

• The conversion from woman voice to man voice has 
the best result among other conversion schemes. It is 
because women have more general and smooth voice 
characteristics than men.  
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