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Abstract

In this paper, we propose 3D face reconstruction from two or three images. The reconstruction process begins with a face localization and facial feature extraction. Global transformation process is done for facial features which have been obtained. Local feature refinement is used to refine the result of global transformation. Last, texture mapping process is done to provide texture of 3D model. The method used for face reconstruction can generate accurate and fast result for various poses and facial expressions, and by using local feature refinement can improve the quality of reconstruction output more similar to the original face image.
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1. Introduction

3D reconstruction of the human face is a topic that is still actively developed today. The human face is one of the models that are difficult to reconstruct in three dimensions due to variations of the human face shape, skin color variation, the estimated depth of facial components. The need for 3D facial reconstruction has been growing in applications such as face recognition, three-dimensional games, virtual reality, animation, etc. In general, the method to reconstruct can be divided into several categories, namely pure modeling techniques from images, 3D scanning techniques, image-based hybrid techniques [6, 9]. In pure modeling techniques from images, three-dimensional models made only based on the image [9]. These techniques perform reconstruction using 2D images only without estimating the 3D structure of the real, but only by doing a comparison of the rendered image. On 3D scanning techniques, there are 2 kinds of ways, namely active and passive. 3D scanning techniques are actively carried out by means of a three-dimensional scanner, 3D scanning techniques while passively carried by finding correspondences between multiple forms. Passive 3D scanning technique known as Shape from X where X can be means of movement, texture, shadow or stereo [7, 10, 12, 13]. In the hybrid technique, images and estimation of the data are used to perform reconstruction process.

Pure modeling methods often produce structures that are less appropriate. Active 3D scanning methods require a 3D scanner tool that is quite expensive while the method of shape from X requires special preparation to obtain 3D information that is not easy to do. To address the structural weaknesses that were not appropriate, a generic face model will be used to deform according to the feature points on the human face [3, 13]. To obtain 3D information in the feature point, one, two or more orthogonal display faces will be used [1, 2, 3, 9]. In this paper we propose methods to reconstruct 3D face model from 2 or 3 orthogonal photos using facial feature extraction preprocessing and addition of local refinement process in order to achieve better result.
2. Generic Face Model

Generic face model is generally defined in terms of a triangular mesh consisting of vertices (coordinate points), edges (relations between two vertices) and face (set of edge). Generic face models can also be interpreted as a set of triangular mesh with vertices that can accommodate the important features of the face in performing face recognition. These features include the eyebrows, eyes, nose, mouth and face shape. Generic face model is an important part of a 3D face modeling. The level of accuracy in the modeling is also influenced by how detailed generic face model used [14]. In this research we used generic face model taken from a 3D human face in FaceGen Modeller application [17] which can be seen at Figure 1.

![Figure 1. Generic Face Model](image)

3. Face Localization and Facial Feature Extraction

Face localization is one of the stages of face detection, which aims to obtain a candidate region of human face through the process of skin color detection. In the process of skin color detection, the process of analysis will be carried out in two color models, normalization of RGB (red, green, blue) and HSV (hue, saturation, value). From the analysis by using a combination of the two color models, it can be determined which parts of an image that includes skin-color and what is not. According to Wang and Yuan [16], the boundaries of which can be accepted as the limit of human skin color is as follows in equation (1).

\[
0.36 \leq r \leq 0.465, \quad 0.28 \leq g \leq 0.363, \\
0 \leq H \leq 50, \quad 0.20 \leq S \leq 0.68, \quad 0.35 \leq V \leq 1.0
\]  

After the identification of the parts of a digital image that is included in the category of skin color, next process is combining parts to form a face candidate region and doing facial feature candidate extraction. Facial feature candidate extraction is a step done in order to obtain the parts of an object's face. In this case, the normal human face regions generally consist of two eyes, nose and mouth. However, in the process of candidate facial feature extraction, the nasal passages are not considered due to the consideration that the nose has a color factor which is almost the same as human skin color in general. Therefore, the facial feature extraction, the eyes and mouth factor is more dominant [14, 15].

Facial feature candidate extraction process begins with the conversion of RGB color component of face candidate areas to the YCbCr color models. Next, a masking process with the convex-hull masking method is done. In addition to convex hull algorithm, which is used to obtain a convex area of the face candidates, there is an optional process to solve some problem that cannot be solved by ordinary convex hull algorithms. This process is called rechecking convex hull process [5]. Rechecking convex hull is a process to recheck every pixel value on the mask region area which is resulted from the ordinary convex hull, whether the pixel is included in the human skin color criteria or not. As long as the rechecking convex
hull process does not find any pixels that are included in human skin color criteria, the process will replace those pixels with a certain value of color which has been determined before. If the pixel has exactly the same value with the background pixel, the process will replace it with nothing. This rechecking convex hull process will stop if it has found a pixel which is included in human skin color criteria. Rechecking convex hull process has two types of direction, vertical direction and horizontal direction.

The face candidate area in YCbCr color models and the result of masking will be processed to determine the location of the eyes and mouth. For the mapping process of the eye, is divided into two stages: EyeMapL and EyeMapC. EyeMapL done based on the luminance component factors while EyeMapC performed by chrominance component factors. The equations to obtain EyeMapL and EyeMapC are as follows in equation (2) – (6) [14]:

\[
\begin{align*}
\text{EyeMapC} &= \frac{1}{3} \left\{ (\tilde{C}b^2) + (\tilde{C}r^2) + (Cb / Cr) \right\} \\

\text{EyeMapL} &= \frac{Y(x, y) \otimes g_e(x, y)}{Y(x, y) \otimes g_e(x, y)}
\end{align*}
\]

\[
\tilde{C}b^2, \tilde{C}r^2, Cb / Cr
\]

are normalized to the value range between 0 and 255. \(\tilde{C}r^2\) is the negative value of \(Cr\) (255-Cr).

\[
g_e = \begin{cases} 
\left[ \left( \frac{1}{2} - \frac{R(x, y)}{\sigma} \right)^2 \right]^{-1} & R \leq \sigma \\
\left( \frac{1}{2} \right) & R > \sigma 
\end{cases}
\]

\[
R(x, y) = \sqrt{x^2 + y^2}
\]

\[
\sigma = \sqrt{\frac{2 \cdot W \cdot H}{(2 \cdot \text{Fe})}}
\]

\(g_e\) is hemispheric structuring element which will be used as a structuring element in the gray-scale dilation and gray-scale erosion. \(R(x,y)\) is euclidean distance from the center point of structuring element to any other point of the structuring element. \(W\) and \(H\) are the width and height of the face candidate area. \(\text{Fe}\) is a constant defined as the maximum ratio between the size of the eyes and the size of a human face.

Mapping of both equations EyeMapL and EyeMapC will be operated by AND operator to get EyeMap region. To clarify the eye region, dilation operation can be performed. For the mapping of the mouth, can be obtained through the equation (7) – (8) [14]:

\[
\text{MouthMap} = \sqrt{Cr^2 \left( Cr^2 - \eta \cdot Cr / Cb \right)}
\]

\[
\eta = 0.95 \cdot \frac{1}{n} \sum_{i=1}^{n} \frac{Cr(x, y)}{\left( Cr(x, y) / Cb(x, y) \right)^2}
\]

\(Cr^2, Cr / Cb\) are normalized to the value range between 0 and 255. \(\eta\) is the ratio between the average value of \(Cr\) and average value of \(Cr / Cb\). \(n\) is the number of pixels in face candidate area.

After obtaining the candidate eye and mouth area through the facial area candidate feature extraction, selection process will then be carried to the facial area candidate feature itself. This selection process can generally be divided into two main parts: the iterative thresholding and the selection of center of mass of the face candidate [14].

The results of facial feature extraction are 9 feature points consisting of 4 feature points of the right eye, 4 feature points of left eye, and one feature point of mouth.
4. Global Transformation

In the 2D model, has been set 35 points as the starting facial features point which is forward-looking facial features and the face looks the left side and right side [9]. Then, using 9 features points that have been obtained from the facial feature extraction, global transformation process is done to find the value of the transformation of other 26 features point. After calculation, the new 35 feature points will be illustrated in the 2D model and the user can change it back if it is considered less appropriate.

This global transformation includes scaling, rotation and translation to the original point. Suppose $P_{mo}$ is the feature points of the model and $P_{in}$ is the feature points from facial feature extraction. To be able to find the value of the transformation from $P_{mo}$ to $P_{in}$, it is necessary to eliminate the translation and scale values of $P_{mo}$ and $P_{in}$ [9].

Eliminating the translational component of the feature points can done by translating the points so that the mean of all the points is at the starting point as shown in equation (9)-(10).

\[
(x', y') = (x_i - \bar{x}, y_i - \bar{y})
\]
\[
\bar{x} = \frac{x_1 + x_2 + \cdots + x_k}{k}, \quad \bar{y} = \frac{y_1 + y_2 + \cdots + y_k}{k}
\]
\[
i = 1, 2, \ldots, k, \quad k \text{ is the number of points}
\]

Scale can also be eliminated by dividing the points that have been translated in equation (9)-(10) with the norm using equation (11)-(12).

\[
(x', y') = \left(\frac{x_i - \bar{x}}{s}, \frac{y_i - \bar{y}}{s}\right)
\]
\[
s = \sqrt{(x_1 - \bar{x})^2 + (y_1 - \bar{y})^2 + \cdots + (x_k - \bar{x})^2 + (y_k - \bar{y})^2}
\]
\[
i = 1, 2, \ldots, k, \quad k \text{ is the number of points}
\]

Next step is doing transpose of $P_{in}$ and multiplying the result by $P_{mo}$ to produce $A$ using equation (13).

\[
A = P_{in}^T P_{mo}
\]

To get the value of a scale and rotation transformation, singular value decomposition (SVD) process of the matrix $A$ is done that generates $U$, $S$ and $V$ matrix using equation (14) [9].

\[
USV^T = SVD (A)
\]

Rotation, scale and translation matrix can be calculated using equation (15)-(16)

\[
Sc = Tr (S) * \frac{sP_{in}}{sP_{mo}}
\]

\[
Rot = VU
\]

\[
sP_{in} \text{ is norm of } P_{in}.
\]

\[
sP_{mo} \text{ is norm of } P_{mo}.
\]

\[
Tr = \frac{P_{in} - P_{mod}}{P_{mod}}
\]

Finally, to transform $P_{mo}$ to $P_{in}$, equation (17) is used as follows:

\[
P = ScP_{mo} Rot + Tr
\]

To perform calculations on 3D space, simply add the $z$ coordinate factor in the equation (9), (10), (11) and (12) [9].
5. Local Feature Refinement

Transforming the global 3D model is not enough to highlight important features on the human face. This is because each feature has different transformations value. It is difficult to obtain a transformation matrix that can precisely place all of feature points correspond to the input image. Therefore we need the local transformation at each important facial feature such as eyes, nose and mouth in order to get more accurate 3D model result. Local transformation consists of local alignment and local feature refinement process [14]. Local alignment is the process to transform the model features such as eyes, nose, mouth, and chin to match the facial features. Local feature refinement is a process to improve the model so as to blend with the local features that have been transformed.

The process of local alignment is done by finding the value of the transformation of a generic face model that has been transformed globally into 3D points. Searching on the value transformation can be done using two methods. First method is the same as the global transformation process. The difference is only on the number of feature points used. Since global transformation is done throughout all of feature points, the local transformation is done only to feature points that are part of the local features. The second method is to calculate the transformation of the square by comparing the width and height of the model with three-dimensional coordinates from calculation. The second method is better than the first method that using singular value decomposition. This is because the SVD process only produces a single scale value. If there is a difference in scale between x coordinate with y coordinate, the SVD will look for the nearest value. Square transformation can be calculated using equation (18)-(21) [14].

\[
S_{cx} = \frac{l_{ln}}{l_{sh}} \tag{18}
\]

\[
S_{cy} = \frac{h_{ln}}{h_{sh}} \tag{19}
\]

\[
Tr_x = C_{x_{ln}} - Sc_x \times C_{x_{sh}} \tag{20}
\]

\[
Tr_y = C_{y_{ln}} - Sc_y \times C_{y_{sh}} \tag{21}
\]

where \( Tr_x \) is translation of \( x \) coordinate, \( Tr_y \) is translation of \( y \) coordinate.

\( Sc_x \) is scale of \( x \) coordinate, \( Sc_y \) is scale of \( y \) coordinate.

\( l_{ln} \) is width of local feature of point calculation result, \( l_{sh} \) is width of local feature of 3D model.

\( h_{ln} \) is height of local feature of point calculation result, \( h_{sh} \) is height of local feature of 3D model.

\( C_{x_{ln}} \) is centroid of \( x \) from local feature of point calculation result, \( C_{x_{sh}} \) is centroid of \( x \) from local feature of 3D model.

\( C_{y_{ln}} \) is centroid of \( y \) from local feature of point calculation result, \( C_{y_{sh}} \) is centroid of \( x \) from local feature of 3D model.

Centroid of polygon can be calculated using equation (22)-(24).

\[
A = \frac{1}{2} \sum_{i=0}^{N-1} (x_i y_{i+1} - x_{i+1} y_i) \tag{22}
\]

\[
C_x = \frac{1}{6A} \sum_{i=0}^{N-1} (x_i + x_{i+1}) (x_i y_{i+1} - x_{i+1} y_i) \tag{23}
\]
The local features refinement is done by using the displacement propagation method. Displacement propagation on a triangular mesh is similar to message delivery method in computer networks. Suppose \( N_i \) is the number of vertex which is connected to vertex \( V_j \), \( J_j \) is a collection of vertex connected to \( V_j \), \( w_i \) is the sum of euclidean distance of each vertex which is connected to \( V_j \), and \( d_q \) is the euclidean distance between vertex \( V_j \) and vertex \( V_i \). Suppose \( V_j \) is value of vertex \( V_j \) changes and \( \alpha \) is decay factor, a value that will change when the distance between two points changed. The calculation of the contribution to the displacement of vertex \( V_j \) from displacement of vertex \( V_i \) can be seen in the equation (25)-(26) [14].

\[
\Delta V_i = \sum_{j \in J} \Delta V_j \quad \Delta V_j = \begin{cases} 
\Delta V_j \cdot \frac{w_j - d_q}{w_j (N_i - 1)} e^{-\alpha d_q}, & N_i > 1, w_j = \sum_{j \in J} d_q \\
\Delta V_j e^{-\alpha d_q}, & N_i = 1, j \in J_i 
\end{cases}
\]

(25)

\[
\Delta V_i = \sum_{j \in J_i} \Delta V_q
\]

(26)

6. Texture Mapping

Texture mapping is the process of attaching an image or texture to a polygon. Texture mapping allows the depiction of the entire image is used as a texture in a polygon. Texture mapping also ensure the proper texture delineation when a polygon is transformed. Texture itself is a collection of data such as data color, lighting and transparency. Individual value at texture array is often referred as a texel [11].

Texture mapping process begins with a moving image input from user to an area that is used for mapping. Next process is to determine correlation of each vertex of 3D models in the mapping area. Due to the correlation between the vertex and mapping area already contained in the 3DS template we used, then the problem is how to move the right image input to the existing mapping area. To resolve this problem, we use the image warping approach with reverse mapping method.

Reverse mapping is one method in image warping which begin from the target image. Target image will be checked pixel by pixel to find pixel match to the source image. The advantage of the reverse mapping is each pixel in the target image definitely gets a pair in the source image [8].

We implement reverse mapping on 3D face modeling by creating 70 regions in the target image which in those regions, 35 feature points have been determined. Then a transformation process for each region will be done. After the transformation matrix is obtained, it can be determined the correlation of each pixel in the source image for each pixel in the target image. The division of the facial region by using 35 point features can be seen in Figure 2.
Figure 2. Division of Facial Region by Using 35 Feature Points

7. Experimental Results

We developed the application using C++ and the interface can be seen in Figure 3 as follows.

Figure 3. Application Interface

The experiments were conducted by using multiple images of different faces in terms of poses, gender, skin color, glance of the eyes, eyeglasses, illumination, face expression and the overall result of 3D face modelling can be seen at Figure 4.
We also conducted experiment on local feature refinement. We compare the result of local feature refinement using both methods, square transformation and SVD. The experiment result on this can be seen in Table 1.

**Table 1. Experiment Result on Local Feature Refinement**

<table>
<thead>
<tr>
<th>Image Source (1)</th>
<th>Square Transformation</th>
<th>SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Modelling Result</td>
<td><img src="image" alt="Square Transformation" /></td>
<td><img src="image" alt="SVD" /></td>
</tr>
<tr>
<td>Wireframe</td>
<td><img src="image" alt="Square Transformation" /></td>
<td><img src="image" alt="SVD" /></td>
</tr>
<tr>
<td>Processing time</td>
<td>Image Source (2)</td>
<td>Image Source (3)</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>10.875 seconds</td>
<td>7.953 seconds</td>
<td>10.968 seconds</td>
</tr>
<tr>
<td>7.953 seconds</td>
<td>7.969 seconds</td>
<td>7.938 seconds</td>
</tr>
</tbody>
</table>

**3D Modelling Result**

**Wireframe**

**SVD**
From the results of experiments conducted, it is seen that the results of 3D modeling by using square transformation better than using SVD because it is more similar to the original face images. However, the speed of the square transformation process is slower than the speed of SVD process.

8. Conclusion

In this paper, we have proposed 3D face reconstruction from two or three images using local feature refinement. Local feature refinement process gives better results, and along with the increasing of iterations number, the better the results will be obtained, but if the iteration number is too large, it will only increase processing time without significant difference result. From experiment result, the method used for face reconstruction can generate accurate and fast result and allow to synthesis various poses and facial expressions corresponding to the original face like lip mimic, glance of the eyes, etc. The local feature refinement using square transformation is able to produce a better result than using singular value decomposition but takes a little longer.
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