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Abstract
The climate has changed absolutely in every area in just a few years as digitized, mak-
ing high-speed internet service a significant need in the future. Future Internet is supposed 
to face exponential growth in traffic, and highly complicated infrastructure, threatening to 
make conventional NTC approaches unreliable and even counterproductive. In recent days, 
AI Stimulated state-of-the-art breakthroughs with the ability to tackle extensive and mul-
tifarious challenges, and the network community is initiated by considering the NTC pro-
totype from legacy rule-based towards a novel AI-based. Design and execution are applied 
to interdisciplinary become more essential. A smart home network supports various appli-
cations and smart devices within the proposed work, including e-health devices, regular 
computing devices, and home automation devices. Many devices accessible through the 
Internet by Home GateWay for Congestion (HGC) in a smart home. Throughout this paper, 
a Software-Defined Network Home GateWay for Congestion (SDNHGC) architecture for 
improved management of remote smart home networks and protection of the significant 
network’s SDN controller. It enables effective network capacity regulation, focused on real-
time traffic analysis and core network resource allocation. It cannot control the Network in 
dispersed smart homes. Our innovative SDNHGC expands power across the connectivity 
network, a smart home network enabling improved end-to-end monitoring of networks. 
The planned SDNHGC directly will gain centralized device identification by classifying 
traffic through a smart home network. Several of the current traffic classifications approach, 
checking deep packets, cannot have this real-time device knowledge for encrypted data to 
solve this issue.

Keywords Software-defined network · Traffic detection · Security · Deep learning · Data 
flow

 * Ramakoteswara Rao Ganga 
 grkraoganga@gmail.com

 * Priya Velayutham 
 priya.saravanaraja@gmail.com

 * Sudhakar Sengan 
 sudhasengan@gmail.com

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s11277-021-08403-5&domain=pdf


 R. Setiawan et al.

1 3

1 Introduction

The SDN is a modern concept for computers and telecommunications networks. SDN’s 
main objective is to tackle challenges that exist in IP-based networks, like complex man-
agement. With the present networks, operators will make several daunting modifications 
to network settings in the case of a small shift of network policy, regulations or topology, 
evaluating different protocols to provide fluid network security [1]. As a holistic definition, 
SDN distinguishes the data plan in control of transmitting data packets, and the control 
plan is responsible for the traffic engineering, management, and routing policies to address 
today’s limitations and complexities of networking. Open Flow (OF) protocol is the most 
essential and functional communication protocol that allows the controller to communicate 
with the network switches [2]. Whereas, this protocol is a regular GUI mainly used within 
SDN. The OF switches provide one or two flow-inputs from the flow table. Every entry is 
made up of combined procedures and steps. The monitor leaves the tables up. Where the 
procedure consists of fields relating to the data from headers, like IP and MAC addresses 
of source and destination, port numbers, and also it needs other necessary details [3] [25]. 
Every behaviour specifies orders that are to be followed on the packet to fit the rule of 
entry.

Separating the data plan and control process allows network managers the opportunity 
to create programmable rules and monitor data plans with ease via the device. SDN even 
allows it easier to handle, customize, troubleshoot, and check new protocols and concepts 
in the network without any issues [4]. The proposed new deep learning model for SDN to 
identify traffic in data transmission to avoid congestions. Traffic detection is a significant 
case of network management as it has high flexibility and performance.

Methods exist for implementing the description of traffic in networks.

• They were identifying network and service layer interfaces by utilizing port numbers. 
Those approaches are not always practical, however.

• Deep Inspection Packets (DPI) were included. Such approaches are incredibly reliable, 
but some issues are there with their implementation because dynamic ports and authen-
ticated traffic have not been allowed in current networks. This makes the bulky device 
overhead and infringes consumer privacy.

• While transmitting data from source to destination node data packet facing lots of trou-
bles in choosing path to reach at right time.

• Selecting right node through dynamic allocation of node by deep learning based SDN 
model.

These approaches have their challenges, and recent work has concentrated on machine 
learning strategies that take advantage of traffic detection statistical properties [5]. While 
there are several difficulties for traffic classification in current networks, SDN’s global defi-
nition of controllers enhances network management because it is quick and more comfort-
able collecting statistical details from network traffic switches.

Geographically dispersed data centres [6][6] are also referred to as Internet Data Cent-
ers (IDCs), and the cloud is used as a generic concept relating to infrastructure, applica-
tions, and resource aggregation within an IDC. An IDC usually consumes more megawatts 
of power and enforces high costs on electricity operators. Researchers have suggested 
load-aware server provisioning schemes to minimize energy costs, in that number of active 
mode servers is dynamically regulated depending on the fee. When the load is small, it is 
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possible to program different sleeping mode servers [8]. Obtaining details on the amount of 
traffic in this model is a difficult problem. A system of technologies that guarantee service 
efficiency with the lesser cost for dispersed clouds is considerate traffic dynamics on both 
broad and small-time scales.

Our solutions leverage joint server provisioning for more time scales with cross-IDC 
load shifting for low time scales, as like flood control. We’re addressing how cross-IDC 
load shifting will be configured to efficiently raising traffic complexity problems in a short 
time scale and cost-effectively.

Figure 1 indicates a view of the classification of traffic using a deep learning model. The 
article reviews the state-of-the-art deep learning methods for traffic classification in the 
networking environment described by software. There is a planned high-level overview of 
Software Defined Networking. The models of deep learning are then explored. Finally, an 
insight into the techniques of traffic classification is offered.

The organization of the article consists of following sections. The Sect.  2 consist of 
related works about various methods of recent works and Sect. 3 composed of proposed 
SDNHGC model. Data preprossing is described in Sect.  4 and supervised methods are 
explained in Sect. 5. Section 6 gives the performance evaluation of the proposed model and 
conclusion are well explained in Sect. 7.

Fig. 1  Flow of proposed SDN-
HGC model Data Collec�on  in 

Traffic (SDN)

Extrac�on of Feature 
from Data During 

Transmission

Pre-processing of 
Data

Test Data SetTraining Data set
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Classified Output



 R. Setiawan et al.

1 3

2  Related Works

The various types of congestion are focused on IP addresses and deep packet inspection. 
(DPI) [9]. In applications where IP-based Classification cannot be used, changing IPs are 
used. In the particular circumstance of DPI, the sequence is classified for the query. For 
problem-solving, search queries have been used. With the unexpected progress in systems, 
the sequence identification of a wide range of applications is heavily restricted. The DPI 
system could not categorize encrypted communications.

The article mentions the performance of multiple apps based on the technique of deep 
learning. The crowdsourcing method is being used to gather preliminary information from 
real data. Policy decisions are attempted on the central authority SDN channel. Network 
management is suggested with a perspective on the combined optimization process for the 
use of resource management. The AI [10] methodologies for handling the Spatio-temporal 
alterations in the router are addressed. This phase represents the application of Artificial 
Intelligence (AI) by implies SDN for the controller’s performance prediction. The charac-
teristics used are round time, outcome, and the contents of the virtual machine. A method 
is used to measure the square difference between the actual and predict SDN efficiency. 
In classify the traffic of the network, machine training and software-based system archi-
tectures have been used. The findings are controlled and reliable learning. Classification 
methods used in spam detection for cybersecurity are the K- Nearest Neighbours (K-NN) 
[11], the random forest classification, and the Decision Tree.

Investigators developed a framework to determine the implementation of various wire-
less communication flow conditions with several mobile devices linked to an OF switch 
[12]. A machine-based trainer will be required to provide information in the control pro-
gram. On the other hand, the OF switch receives the properties of various flows and for-
wards them to the control network to produce a method used to recognize a single layer on 
those kinds of flow conditions. When a server is invented, the OF switch exchanges proper-
ties, depending on a machine learning approach, to the traffic classification algorithm. The 
use of the source flow would then be evaluated. The system is predicated on the method 
C5.0 of choice.

SDN [13] is supported by the empirical flow control precision so that it does not know 
the data flow’s data storage information that makes SDN vulnerable to Trojan attacks, 
worms, spam, etc. Data packets must be discovered in the wireless applications required 
to preserve network security. The article suggested a computer simulation with a time-spe-
cific network inspired by methodological approaches to transmit epidemics around neigh-
bourhoods in distributed patterns. The findings may help defense against spyware in the 
SDN control strategy to reduce cybersecurity instances and help avoid them feasibly.

A zero-sum game [16] is a game-theoretic principle and a non-cooperative game. 
Because its method is relatively straightforward, the attacker and the defender can build 
models with a close to zero-sum in unauthorized access or defense. The intruder has a 
significant outcome when he damages successfully, whereas the defender has a low rating, 
and the maximum of the two is void. Two very different attacks and defense resources are 
restricted in the network detection and mitigation model. The game model of the defence 
and attack is formed. We can improve our military capabilities, cause the risk of attack vec-
tors, and offer a suitable packet methodological approach within the wireless applications 
through a quantitative analysis of nodes in the network and a correspondent profit value.

Applied to different problematic areas were Machine learning methodologies [17]. A 
distantly related domain consists of a large number of predictive metadata analytics known 
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as distributed mining. Although ML techniques can then be used to assist knowledge 
discovery, the purpose of data removal problems is to analytically and identify essential 
data—their features, parameters, boundary conditions, frequency complexity, allocation 
of probability, and transformations. But Machine learning means going much further than 
data mining to predict activities or event process accurately.

The combined neural network and firefly are configured to be autonomous and reli-
able for boiler plants. Optimization algorithms were also used for wireless communica-
tion link adaptive responses to optimize efficient energy, considering QoS [18] constraints. 
To communicate with malicious code problems, QoS embraces controlling Neural traffic 
networks that are considered equal to suppress optimized intrusion in Sensor nodes. SDN 
based computer architecture is implemented for Open vSwitch and POX packages while 
transmitting data over the network. This produces QoS guaranteed services [24] along with 
analytical solutions.

3  Proposed Methodology—SDNHGC

A smart home network incorporates a range of connected appliances and technologies 
within the proposed research, including home control appliances, standard computing 
devices, [19], e-health devices, etc. Most of the devices access the Internet through HGW 
in a smart home. This paper suggests Software-Defined Network for congestion (SDN-
HGC) architecture to help handle dispersed smart home networks, and it assists the central 
network SDN Controller. It enables effective network capacity regulation [20], focused on 
the real-time traffic analysis and core network resource allocation. This cannot control net-
works in dispersed smart homes. Our SDNHGC plan expands power over the access net-
work, connected home network, enabling the network’s end-to-end control. The problems 
faced by the classification of payload dependent information, like encrypted software and 
the user data protection, Moore, and semi-supervised naive methods used to identify the 
network traffic dependent on the statistical flow of features.

We suggested classifying traffic for real-time in Fig. 2 with purposes based on the lat-
est packets of a flood. We have extended the research by extending the Bayesian neural 
networks to correct analysis by traffic. Used unidirectional statistical tools in the network 
center for traffic sorting and recommended an algorithm with the potential to predict miss-
ing tools. We suggested using only the size of the first SSL link packets to identify the 
encrypted applications proposed to evaluate the randomness of message content generated 
by encryption processing by using Pearson’s chi-Square test-based methodology. Finger-
prints dependent protocol focused on Probability Density Function (PDF) to convey the 
three statistical properties of traffic compactly. Their function is expanded into a method of 
parametric optimization.

4  Pre‑processing the Data Packet

The DataNet is at the center of the new HGC SDN system. Though, it captured raw data 
packet is not ideally stored (and developed) in DataNet form. For example, this research’s 
packet data is in PCAP/PCAPNG format [21]. A basic kit includes details which do not 
include Classification, ex. Max TCP/UDP/ICMP Numbers etc. This segment presents the 
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raw data kit and raw data collection pre-processing procedures for building DataNet under 
the training program and checking data packets at all SDNHGC.

4.1  Pre‑processing Packet Byte Vector

There are three phases involved in pre-processing a raw data package: evaluating, cutting/
filling, and normalizing. In FIG, you can see a description of the pre-processing protocol. 
RAW Data Package is processed byte-by-byte, similar to an image pixel that will be eas-
ily imported into Classic deep learning. The Ethernet header is removed from a raw data 
packet in the study. Details on the data link layer like frame size, MAC Address, etc., is 
not helpful when classifying packets. The process of analyzing a packet reduces the input 
size. Additionally, some noise is screened during the Classification accuracy enhancement 
phase. When trimming and padding to zero, Packet input to the classifier is defined on the 
size of each data x. The proposed deep-learning-based kit classificatory needs an equiv-
alent size of all inputs. Precisely specify as the target size for the DataNet entry, where 
0 < n 1500. The Main Transmitting Device is 1500 bytes in size. Depending on the duration 
when contrasted with n, an input packet is cut off or loaded with zeros. An entry is repre-
sented as Packet Byte Vector (PBV), after truncation and padding with zeros.

Fig. 2  System architecture of SDNHGC model
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4.2  Pre‑processing the Packet by Using Byte Matrix

A dataset of the labelled raw data packets has been processed to build DataNet. 
Although the data aspect differs with the same program class itself, a regular size allows 
servicing and upgrading simpler, introducing more potential applications to the net-
work. 1480 is chosen for the remainder of this work.

4.3  Deep‑Learning Based Encrypted Data Classifier

‘X’ is used to construct DataNet, after pre-processing; H. Crypted packet classifiers for 
the files. We build in particular three DataNet styles at home on Multi-Layer Perceptron 
(MLP), Convolutional Neural Network (CNN), and Stacked Auto Encoder (SAE).

5  Supervised Method

The supervised traffic classifiers to evaluate supervised training data and create an 
implied feature predicting the output class for any test flow. Adequate controlled 
teaching data is a familiar concept when classifying traffic under supervision. To fix 
the issues found in detecting payload information, such as authenticated apps and user 
details.

5.1  Flow Correlation with Traffic Classification Method

The present new framework that we can call for Traffic Classification uses short, Corre-
lation Information/TCC. Here, A novel nonparametric method is offered to incorporate 
information on flow correlation effectively for the classification process. The controller 
is extended until the transport layer adjusts dynamically with an integrated multi-layer 
[22]. Figure 3, traffic is identified through the network and distributed over the node.

5.2  Co‑relation Analysis

The same framework generates correlated flows that share the same three-tuple. For 
example, in a short time, multiple flows triggered by various hosts would all link to the 
same host in TCP port 80. Very possibly, these flows are created by the same applica-
tion as a web browser. A payload dependent clustering approach for protocol inference 
was suggested in many functional traffic classification schemes to find the three-tuple 
heuristic for flow similarity, in which they clustered flows towards equivalence clusters 
[23] by using heuristic process. The accuracy of the heuristic three-tuple for the real-
world traces has been verified. Figure 4 represents how the data packet is allocated for 
multiple paths to avoid traffic congestion from the source node.
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6  Performance Evaluation

The numerical efficiency requires time to understand, the sum of storage and time to 
identify. Second, the NN classifier doesn’t require any learning mechanism associated 
with the approaches we suggest. Like SVM (Support Vector Machine) and neural nets, 

Fig. 3  Traffic classification diagram

Fig. 4  Dynamic allocation diagram for network traffic
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some other supervised methods require time for learning their classification model’s 
parameters. Next, the methods proposed to use the nearest neighbour rule require data 
storage to train data samples. Where the amount of capacity is limited, even if the size 

Fig. 5  Login module

Fig. 6  Network traffic classification monitor module
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of the training data is limited. The performance is measured by allocating the resources 
and performance analyzer to avoid network traffic in SDN. This will be represented in 
Fig. 4 (Fig. 5).

Figure 6 shows how the network is controlled through SDN using NetBalancer by serious 
data transmission in the form bit identified with their PID (Product ID) value. While con-
gestion occurs, the network manager allocates the data transmission path to the node using 
the network topology assigner in Fig. 7 through MATPLAN (MATlab and probability-based 
PLANning) tool. Here we used MATLAB for simulating the proposed work. The average 
packet length is measured by using following Eq. (1), Where, L represents the Length of data 
packet, ‘n’ gives the number of packets and k shows the data value of packet P,

Figure  8 can identify which network node is busy, and the node is reallocated through 
this result automatically as the pending requests are detected and make data transfer through 
another node to allocate other resources for data transmission.

Figures 9, 10 and 11 demonstrations the performance analysis graph received in the MAT-
LAB simulation tool and compared with the AI-NTC and new proposed SDNHGC deep 
learning models for plotting specificity and sensitivity. Equation (2) specifies sensitivity meas-
urement by considering the data packet classification for transmitting through the node.

Equation 3 produces the resulting specificity following the traffic classifiers.

(1)L
n =

∑n

k0=0

(

K0 + K1

)

P(k0, k1)

(2)Sensitivity =
TP

TP + FN

(3)Specificity =
TN

TN + FP

Fig. 7  Network topology assigner and traffic table viewer
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Fig. 8  Network resource allocation module

Fig. 9  Performance analysis of comparison graph
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7  Conclusion and Future Work

In this article, a SDNHGC System is suggested to promote integrated end-to-end net-
work processing and QoS management. DataNet deep learning is the cornerstone of the 
current HGW system, focused on encrypted data packet classifiers. The proposed Data-
Nets was built utilizing three methods: SAE, MLP, and CNN. An open database of more 
than 20; The proposed DataNets were built and evaluated using packages from various 
applications. The experimental results revealed that the proposed SDNHGC platform 
and accurate packet detection and robust real-time computational power processing 
can be implemented in a smart home network with DataNets installed. Adapt them in 
future research to improve network capital management, make creative business strate-
gies, etc., feasible without compromising the security/privacy of service providers or 
users. Here, discussion made for classifying traffic using very few controlled train sam-
ples. Thus, A novel nonparametric method, TCC, has been introduced to analyze and 
integrate connection knowledge in necessary traffic details into the traffic classification. 
This will provide a detailed program structure study and efficiency gains from theoreti-
cal and scientific viewpoints, which strongly endorse suggested solution. A variety of 
studies over two real-world traffic type of data sets demonstrate that traffic classification 

Fig. 10  Performance analysis of plot of sensitivity

Fig. 11  Performance analysis of 
plot of specificity
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efficiency can be increased under the crucial circumstances of exceptionally few con-
trolled training tests. The suggested solution will be used in a broad range of applica-
tions, like automated detection of the unknown applications through the network traffic 
collected and the semi-supervised data mining for the network packet process.
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