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Preface
These proceedings record the papers presented at the 2011 International Conference on Uncertainty Reasoning and 
Knowledge Engineering (URKE 2011), held in the city of Bali, Indonesia on 4-7 August, 2011. The conference 
proceeding is published by IEEE Press. 

The International Conference on Uncertainty Reasoning and Knowledge Engineering (URKE’11), technical 
co-sponsored by IEEE Indonesia Section and Bina Nusantara University, sponsored by IAMSIE , which will provides a 
forum for the exchange of ideas and results among researchers, developers, and practitioners working on all aspects of 
uncertainty reasoning and knowledge engineering and their applications. The program of URKE’11 will consist of 
invited lectures, tutorials, refereed research papers, and tool demonstrations. Research contributions can report new 
results as well as experimental evaluations and comparisons of existing techniques.  

All the submitted papers in these proceedings have been peer reviewed by at least two reviewers drawn from the chairs 
of committees depending on the subject matter of the paper. Reviewing and initial selection were undertaken 
electronically. A joint committee meeting was held to resolve the final paper selection and a draft programme for the 
conference. The conference provides three day’s focus on the science and technology that are the basis for the 
uncertainty reasoning and knowledge engineering topics including uncertainty reasoning, data modelling, machine 
learning, web application and digital society and information (organized by workshop). It is featuring a range of 
contributions by distinguished invited speakers drawn from both industry and academia. The invited speakers address 
significant recent industrial applications of formal methods, as well as important academic advances serving to enhance 
their potency and widen their applicability.  

We hope that all participants and other interested readers benefit scientifically from these proceedings and also find it 
stimulating in the process.

General Chairs of URKE 2011 
5 July 2011
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Abstract—This paper presents a classifier combination to solve 

telegraphese restoration problem. By implementing more than 

one classifier, it can support other classifier, and finally it can 

improve the performance. Using supplied development data, 

training data and testing data, the best model had an accuracy 

F = 79 %.  

Keywords: Classifier combination, telegraphese restoration, 

Penn Treebank tagset, chunk parsing 

I.  INTRODUCTION 

Telegraphese restoration is an interesting topic in 

machine learning. It is used to restore “telegraphese” to its 

original form; focusing on case and punctuation. For 

example, given the following text: 

pawang or medicine man johari albert 78 said he had a dream 
thursday 

 

The correct text as follows: 
 
Pawang, or medicine man, Johari Albert, 78, said he had a dream 
Thursday 

 

In this research, Penn Treebank Tagset, Chunk and 

Claws 7 in 5 different taggings, across 5 positions in the 

window are used. All data will be made available in ARFF 

format, with a single instance per word token in the source 

text. For each word token, an instance index, the word, and 

the class label are provided. The following is a data sample: 

 
245,pawang,cap1+comma 
246,or,nochange 
247,medicine,nochange 
248,man,nochange+comma 
249,johari,cap1 
250,albert,cap1+comma 
251,78,nochange+comma 
252,said,nochange 
253,he,nochange 
254,had,nochange 
255,a,nochange 
256,dream,nochange 
257,thursday,cap1 

 
The classes describe first necessary changes to the 

capitalisation of the word, and then any insertions of 
punctuation to the end of that word. Note that a given word 
may require multiple changes to its capitalisation, and also 

potentially multiple punctuation insertions, and that the 
atomic class labels are additive. The detailed information 
about class and description can be seen in Table I. 

TABLE I.  CLASS AND DESCRIPTION 

Class Description Example 

nochange No changed required Nochange(medicine) → 

medicine 

allcaps Convert to all caps allcaps(unesco) → UNESCO 

capN Convert the letter at 

position N to upper 

case 

cap1(thursday) → Thursday 

+comma Insert a comma at the 

end of the word 

nochange+comma(78) → 78,  

+fullstop Insert a full stop at 

the end of the word 

nochange+fullstop(popularity) 

→ popularity 

+colon Insert a colon at the 

end of the word 

nochange+colon(it) → it: 

+semicolon Insert a semicolon at 

the end of the word 

nochange+semicolon(10) → 

10; 

+exclmark Insert a exclamation 

mark at the end of the 

word 

nochange+exclmark(proof) → 

proof! 

+questmark Insert a question 

mark at the end of the 

word 

nochange+questmark(man) → 

man? 

 
The research will take the form of a shared task: pre-

classified training and development data are provided, to use 

in feature engineering and the classifier development. After 

that, unannotated test data will be provided. The output of 

this research is final classifiers over that data. 

In this paper, we present a potential approach for 

improving the performance of telegraphese restoration by 

using classifier combination techniques such as bagging and 

boosting. To the best of our knowledge, this is the first 

effort that utilizes classifier combination for improving 

telegraphese restoration. 

Combination methods have been applied to many 

problems in natural-language processing (NLP). For 

examples: ROVER system for speech recognition [3], the 

Multi-Engine Machine Translation (MEMT) system [7], and 

improving lexical disambiguation [1]. Most of these 

techniques have shown a considerable improvement over 

the performance of a single classifier and therefore, 

considering implementation such a multiple classifier 

system for telegraphese restoration as well decision. 

 2011 International Conference on Uncertainty Reasoning and Knowledge Engineering 
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Using classifier combination techniques one can 

potentially achieve a classification accuracy that is superior 

to that of the single best classifier. This is based on the 

assumption that the errors made by each of the classifiers 

are not identical, and therefore if we intelligently combine 

multiple classifier outputs, we may be able to correct some 

of these errors 
The remaining part of this paper is organised as follows. 

Section 2 presents an overview of current proposals for 
dealing with natural language processing. Section 3 depicts 
the approach that we have delineated to solve proposed 
problems. Section 4 discusses the performance of proposed 
method. Finally, section 5 concludes the paper 

II. BACKGROUND AND RELATED WORK 

In this section, the previous work of Part of Speech 
(POS) tagging, Penn Treebank tagset, chunk parsing are 
presented. 

A. Part of Speech (POS) Tagging 

Part of Speech (POS) Tagging is the process that 

classifies word into several categories based on its definition 

and context. POS tagging is now done in the context of 

computational linguistics; using algorithms which associate 

discrete terms, as well as hidden parts of speech, in 

accordance with a set of descriptive tags.  

Part-of-speech tagging is harder than just having a list of 

words and their parts of speech, because some words can 

represent more than one part of speech at different times [6]. 

B. Penn Treebank Tagset 

Penn Treebank Tagset is developed by researchers of 

Computer Science and Information Department at the 

University of Pennsylvania. It annotates naturally; occurring 

text for linguistic structure. Table II shows the sample of 

Treebank Tagset. 

TABLE II.  SAMPLE TREEBANK TAGSET 

Tagset Description 

CC Coordinating conjunction. 

e.g. and, or, but 

CD Cardinal number 

DT Determiner 

EX Existential there 

FW Foreign word 

… … 

 

The complete tagset can be browsed from this URL
1
. 

C. Chunk Parsing 

Chunk Parsing or Shallow Parsing is an important step 

to extract word into linguistic fragment [4]. Compared to 

full parsers that would fail to deliver any (even partial) 

linguistic information if the whole utterance cannot be 

completely analysed in accordance with some competence 

                                                           
1
 http://www.computing.dcu.ie/~acahill/tagset.html 

 

model of the particular language, this parsing method is 

robust (since it always delivers some linguistic information).  
A chunk parser attempts to model human parsing by 

breaking the text up into small pieces; each parsed 
separately. There are some advantages of chunk parsing, 
such as: better modeling human behaviour. Moreover, chunk 
parsing is fast because it only deals with small part without 
recursion process 

III. CLASSIFIER COMBINATION 

Running this experiment, let’s go through steps as 

follows. The first task is formatting input and output of 

classifier; this task was done by developing simple software 

in Java. Next, the final classifier is performed to classify 

formatted input.  
The final classifier was developed using Weka. The 

Weka workbench itself is a collection of modern machine 
learning algorithm and data pre processing tools. It includes 
most of state-of-the-art algorithms for doing classification, 
including preparing the input data, evaluating learning 
schemes statistically, and visualizing the input data and the 
result of learning. 

 

A. Feature Engineering 

Successful machine learning method involves not only 

selecting a learning algorithm, but transformations 

engineering between input and output is also important [2, 

5]. In this experiment, the author performed data 

transformation, feature selection, cleansing data and 

detecting outliers. Let consider the following fragment of 

data set (development.data, train.data, test.data) and feature 

set (development.features, train.features, test.features) as 

can be seen in Table III and Table IV respectively. 

TABLE III.  SAMPLE DEVELOPMENT DATA 

ID Word Class 

1 

2 

3 

4 

5 

are 

we 

going 

to 

remember 

cap1 

nochange 

nochange 

nochange 

nochange 

TABLE IV.  SAMPLE DEVELOPMENT FEATURES 

ID Word Tagging 

1 be VBP, _, _, _, _, O, _, _, _, _, _, _, _, _, VBR 

2 

 

we 

 

PRP, PRP, _, _, _, B-NP, B-NP , _, _, _, _, _, _, PPIS2, 

PPIS2 

3 

 

go 

 

VBG, VBG, VBG, _, _, B-VP, B-VP, B-VP, _, _, _, _, 

VVGK, VVGK, VVGK 

4 

 

to 

 

TO, TO, TO, TO, _, B-VP, I-VP, I-VP, I-VP, _, _, TO, 

TO, TO, TO 

5 remember VB, VB, VB, VB, VB, B-VP, I-VP, I-VP, I-VP, I-VP, 

VV0, VV0, VV0, VV0, VV0 

 

With respect to the data condition above, joining both of 

them are necessary. By developing simple java program, 
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both files are joined together. The result of this process is 

described in Table V. 

TABLE V.  OUTPUT OF JOIN FILE 

ID Word Tagging Class 

1 

 

be 

 

VBP, _, _, _, _, O, _, _, _, _, _, _, _, _, 

VBR 

cap1 

 

2 

 

 

we 

 

 

PRP, PRP, _, _, _, B-NP, B-NP , _, _, _, 

_, _, _, PPIS2, PPIS2 

nochange 

 

 

3 

 

 

go 

 

 

VBG, VBG, VBG, _, _, B-VP, B-VP, B-

VP, _, _, _, _, VVGK, VVGK, VVGK 

nochange 

 

 

4 

 

 

to 

 

 

TO, TO, TO, TO, _, B-VP, I-VP, I-VP, 

I-VP, _, _, TO, TO, TO, TO 

nochange 

 

 

5 remember VB, VB, VB, VB, VB, B-VP, I-VP, I-

VP, I-VP, I-VP, VV0, VV0, VV0, VV0, 

VV0 

nochange 

 

By applying Part of Speech (POS) tagging approach, 

Tagging column in Table 4 need to be split to better 

understanding of each attributes that has correspondents to 

class. The result of this task is depicted in Table VI as 

follows. 

TABLE VI.  OUTPUT OF JOIN FILE 

Instance 1                                              Instance 2 

Attribute Value Attribute Value 

ID 1 ID 2 

Word be Word we 

Penn-1 VBP Penn-1 PRP 

Penn-2 _ Penn-2 PRP 

Penn-3 _ Penn-3 _ 

Penn-4 _ Penn-4 _ 

Penn-5 _ Penn-5 _ 

Chunk-1 O Chunk-1 B-NP 

Chunk-2 _ Chunk-2 B-NP 

Chunk-3 _ Chunk-3 _ 

Chunk-4 _ Chunk-4 _ 

Chunk-5 _ Chunk-5 _ 

Claw-1 _ Claw-1 _ 

Claw-2 _ Claw-2 _ 

Claw-3 _ Claw-3 _ 

Claw-4 _ Claw-4 PPIS2 

Claw-5 VBR Claw-5 PPIS2 

Class nochange 

 

Class nochange 

 

Using Weka tool, data with missing value are easily 

deleted. After running function deleteWithMissingClass() 

using Java+Weka, the quality of input data was gotten. 

 

B. ARFF Format 

The standard format in representing data set in Weka is 

ARFF file. To produce ARFF file, the author uses generate-

arff script, was developed in perl language.  

 

C. Feature Selection 

Most of learning algorithms are designed to learn which 

are the most appropriate attributes to use for making best 

decisions. The negative effect of irrelevant attributes on the 

system is it will eliminate and make ambiguity of other 

attributes which could be the appropriate one [2]. The best 

way to select relevant attributes is manually, based on the 

understanding of the problem context and what the 

attributes mean. 

In this problem, when we used all attributes (ID, word, 

all Tagging, and class), the system looks like give up to 

produce the output. Attribute ID is not relevant to the 

machine learning system, and attribute word is harmful, 

because if we use it as an input, our machine learning may 

to remember the word only. For example, if in the data set 

we have 10 words "we", 7 is categorised as nochange class, 

2 as cap1 and 1 as nochange+comma, the built system will 

produce output for word we as the member of nochange 

class. 

After eliminating 2 attributes, further investigating to 

other attributes are still crucial. Attribute selection could be 

done by machine learning algorithm [2]. First, the author 

tries to apply decision tree algorithm to the full data set, and 

then select only those attributes that are actually used in 

tree. Unfortunately, because of big data set (65,000 

instances), the system always goes to not responding and 

out of memory. 

Another way to doing selection is by using instanced-

based learning method. The author takes sample of instances 

randomly from data set, then doing "near hits" and "near 

misses" analysis. 

The result is, 4 attributes can be eliminated, 2 from 

chunks attribute and 1 from claw attribute and 1 from penn 

attributes. 

 

D. Classifier Architecture 

In this experiment, author implements classifier 

combination that consists of two classifiers and 1 meta 

classifiers to replace vote system in stacking design. 

 

 
Classifier 1 = IB1 

Classifier 2 = ZeroR 

Meta Classifier = IB1 

 
Figure 1. Design of Classifier Combination 
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To combine outputs, we use meta classifier rather than 

voting, because sometimes the majority prediction from 

several classifier is incorrect. Actually, voting is good if we 

have one classifier as an "expert", that we can trust. 

Actually, decision tree is quite better classifier, 

unfortunately, author can't implement tree classifiers, 

because of big data sets, and so the memory is going to low.  

 

E. Output 

The performance of classifier combination within 

supplied development and training data set is described in 

the Table VII.  

TABLE VII.  RESULT OF DEVELOPMENT 

Classes F 

allcaps 0.81 

allcaps+fullstop 0.88 

cap1 0.70 

cap1+colon 0.72 

cap1+fullstop 0.89 

cap1-3 0.73 

nochange 0.81 

nochange+colon 0.64 

nochange+comma 0.76 

 

Overall Accuracy: F = 0.79 
 

IV. EXPERIMENTS 

From the result, classifier combination is quite good to 

solve telegraphese problem. Actually, after doing 

comparison with the same input data but using single 

classifier (IB1), overall accuracy increases significantly. IB1 

has F score around 34% and ZeroR has F score around 42%. 

Improvements could be done by focusing on the R score. 

Applying other machine learning algorithm could assist this 

problem. To get better performance, we have spent more 

time at pre-processing task. We can do like manipulating 

training set, manipulating learning algorithm, manipulating 

input features and class as well. In manipulating the training 

set, we can do sampling from original data, and then we 

develop classifier for each training set. 

In manipulating input features and class can be 

performed. In this approach, we can focus on the weak 

performance result of class. For example, in this experiment, 

we split the class into two groups. The first group contains 

all class that have performance F > 0, and the second class 

who have F score = 0. Then, investigating for each attributes 

are necessary to reduce redundancy and ambiguity. By 

applying symmetric uncertainty formula, redundant 

attributes could be detected. In manipulating learning 

algorithm, we can perform the experiment several times 

with the same data and algorithm. 
 

V. CONCLUSION 

Overall, classifier combination performs well than single 

classifier. Each classifier has advantage and disadvantage, 

by combining more than one classifier algorithm, better 

result will we get. 

As was argued in experiment part, feature engineering is 

very important task in machine learning. There are number 

of improvements which could be done to these models such 

as re-feature selection to reduce over training and 

manipulating learning algorithm. These tasks can be 

expected to give modest boost to the performance of the 

best model.  
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SJR

The SJR is a size-independent prestige indicator that
ranks journals by their 'average prestige per article'. It is
based on the idea that 'all citations are not created
equal'. SJR is a measure of scientific influence of
journals that accounts for both the number of citations
received by a journal and the importance or prestige of
the journals where such citations come from
It
measures the scientific influence of the average article
in a journal it expresses how central to the global

Total Documents

Evolution of the number of published documents. All
types of documents are considered, including citable
and non citable documents.

Year Documents
1999 176
2000 146
2001 132
2002 144

Citations per document

This indicator counts the number of citations received
by documents from a journal and divides them by the
total number of documents published in that journal.
The chart shows the evolution of the average number
of times documents published in a journal in the past
two, three and four years have been cited in the current
year. The two years line is equivalent to journal impact
factor ™ (Thomson Reuters) metric.

Cites per document Year Value
Cites / Doc. (4 years) 1999 2.030
Cites / Doc. (4 years) 2000 2.554
Cites / Doc. (4 years) 2001 3.968
Cites / Doc. (4 years) 2002 4.397
Cites / Doc. (4 years) 2003 4.311
Cites / Doc. (4 years) 2004 5.135
Cites / Doc. (4 years) 2005 6.607
Cites / Doc. (4 years) 2006 7.475
Cites / Doc. (4 years) 2007 7.819
Cites / Doc. (4 years) 2008 7.476

Total Cites  Self-Cites

Evolution of the total number of citations and journal's
self-citations received by a journal's published
documents during the three previous years.
Journal Self-citation is defined as the number of
citation from a journal citing article to articles
published by the same journal.

Cites Year Value
S lf Cit 1999 30

External Cites per Doc  Cites per Doc

Evolution of the number of total citation per document
and external citation per document (i.e. journal self-
citations removed) received by a journal's published
documents during the three previous years.
External
citations are calculated by subtracting the number of
self-citations from the total number of citations
received by the journal’s documents.

Cit Y V l

% International Collaboration Citable documents  Non-citable documents
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Sultan 1 year ago

SJR shows this journal in Q1. What is the actual rank of this journal? 

reply

International Collaboration accounts for the articles
that have been produced by researchers from several
countries. The chart shows the ratio of a journal's
documents signed by researchers from more than one
country; that is including more than one country
address.

Year International Collaboration

Not every article in a journal is considered primary
research and therefore "citable", this chart shows the
ratio of a journal's articles including substantial
research (research articles, conference papers and
reviews) in three year windows vs. those documents
other than research articles, reviews and conference
papers.

Cited documents  Uncited documents

Ratio of a journal's items, grouped in three years
windows, that have been cited at least once vs. those
not cited during the following year.

Documents Year Value
Uncited documents 1999 225
Uncited documents 2000 258
Uncited documents 2001 248
Uncited documents 2002 174
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Melanie Ortiz 1 year ago

Dear Sultan, thank you for contacting us. 

For every journal, the annual value of the SJR is integrated into the distribution of SJR

values of all the thematic categories to which the journal belongs. There are more than

300 thematic categories. The position of each journal is different in any category and

depends on the performance of the category, in general, and the journal, in particular .

Best Regards, SCImago Team

M
SCImago Team
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Melanie Ortiz 2 years ago

Dear Kason,

thank you for contacting us.

Sorry to tell you that SCImago Journal & Country Rank is not a journal. SJR is a portal with

scientometric indicators of journals indexed in Elsevier/Scopus. 

Unfortunately, we cannot help you with your request, we suggest you to visit the journal's

homepage (see Scope) or contact the journal’s editorial staff , so they could inform you

more deeply. You can see the updated journal’s information just above .

Best Regards, SCImago Team

M
SCImago Team

http://www.scimagolab.com/
http://www.scopus.com/
https://www.google.com/intl/en/policies/privacy/
https://www.google.com/intl/en/policies/terms/


10/12/21, 11:31 PM Proceedings of the IEEE

https://www.scimagojr.com/journalsearch.php?q=17915&tip=sid&clean=0 7/7

Follow us on @ScimagoJR

Scimago Lab, Copyright 2007-2020. Data Source: Scopus®

https://twitter.com/ScimagoJR
http://www.scimagolab.com/
http://www.scopus.com/

