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> UNIVERSITAS
§ KRISTEN Agustinus Noertjahyana <agust@petra.ac.id>
” PETRA

[TELKOMNIKA] #1570466661 has been uploaded

telkomnika@journal.uad.ac.id Thu, Jun 7, 2018 at 2:41 PM
To: Agustinus Noertjahyana <agust@petra.ac.id>
Cc: telkomnika@journal.uad.ac.id

Dear Mr. Agustinus Noertjahyana:

Thank you for uploading your paper 1570466661 (Private Cloud Storage Implementation Using OpenStack Swift) to
Telkomnika. The paper is of type application/msword and has a length of 382464 bytes.

Regards,
Assoc. Prof. Dr. Tole Sutikno
General Chair
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UNIVERSITAS

) KRISTEN Agustinus Noertjahyana <agust@petra.ac.id>
PETRA

Revision Required - TELKOMNIKA

TELKOMNIKA <team@)journal.uad.ac.id> Wed, Aug 29, 2018 at 1:06 PM
To: Agustinus Noertjahyana <agust@petra.ac.id>

Dear Prof/Dr/Mr/Mrs,

After doing in depth analysis of your article,we found some mistakes in the writing of the paper that you
submitted, entitled "Private Cloud Storage Implementation Using OpenStack Swift" ID #1570466661. \We
have addressed the errors in the attached file. We are also informing some TELKOMNIKA POLICY that you have
to pay attention, there are :

1. TELKOMNIKA not accepting single author paper. If your article is written by single author you need to add
additional author during the revision.

2. Maximum allowed articles pages are 8 pages. Exceeding the 8 pages will be charged US$50 for each page.

3. Please revised exactly based on the TELKOMNIKA TEMPLATE. You can download the template
in bit.ly/telkomnika.

You can send your revised paper by reply this email. Please immediately repair and send the paper before
August 31, 2018. You should pay attention to:

1. Authors should have made substantial contributions to:

(a) The conception and design of the study, or acquisition of data, or analysis and interpretation of data
(b) Drafting the article or revising it critically for important intellectual content

2. Introduction section

Explain the context of the study and state the precise objective
An Introduction should contain the following three parts:

- Background: Authors have to make clear what the context is. Ideally, authors should give an idea of the state-of-
the art of the field the report is about.

- The Problem: If there was no problem, there would be no reason for writing a manuscript, and definitely no
reason for reading it.

So, please tell readers why they should proceed reading. Experience shows that for this part a few lines are often
sufficient.

- The Proposed Solution: Now and only now! - authors may outline the contribution of the manuscript. Here authors
have to make sure readers point out what are the novel aspects of authors work. Authors should place the paper in
proper context by citing relevant papers. At least, 5 references (recently journal articles) are used in this section.

3. Results and Discussion



The presentation of results should be simple and straightforward in style. This section reports the most important
findings, including results analyses as appropriate and comparisons to other research results. This section should
be supported suitable references.

4. Conclusion

Your conclusion should make your readers glad they read your paper. Summarize sentences the primary
outcomes of the study in a paragraph (NOT in numbering).

5. References and Citations

We expect a minimum of 15 references for research article and 40 references for article review primarily to recent
journal papers for research/original paper and review paper, respectively. Each citation should be written in the
order of appearance in the text [1], [2], [3], [4], .... (Sequential order!!)

URGENT: SELF CITATION from same author or group authors is MAX 10%.
6. Paragraph

A paragraph is a sentence or group of sentences that support one main idea. Many authors have presented
paragraphs in very long terms. Author should use simple sentences which are grammatically correct, but too many
can make your writing less interesting.

Every paragraph in a paper should be:

- Unified: All of the sentences in a single paragraph should be related to a single controlling idea (often expressed
in the topic sentence of the paragraph).

- Clear: The sentences should all refer to the central idea of the paper.

- Coherent: The sentences should be arranged in a logical manner and should follow a definite plan for
development.

- Well-developed: Every idea discussed in the paragraph should be adequately explained and supported through
evidence and details that work together to explain the paragraph’s controlling idea.

For more information, please contact email team@journal.uad.ac.id.

We are expecting your response soon. Thank you.

Regards,
Telkomnika
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[TELKOMNIKA]: Preparingfinal camera ready paper forpublication
on the TELKOMNIKA (a Scopus indexed journal, SJR Q3)

7 messages

TELKOMNIKA <team@journal.uad.ac.id> Fri, Sep 28,2018 at 14:53
To: Agustinus Noertjahyana <agust@petra.ac.id>
Cc: Assoc. Prof. Dr. Tole Sutikno <tole@journal.uad.ac.id>

Guideline to bepublished on the TELKOMNIKA, a Scopus indexed
journal, SJR Q3

**Please pay attention to the details of this email**

#10437 entitled "Secure Code Generation for Multi-Level Mutual
Authentication"

Dear Prof/Dr/Mr/Mrs Gregor Alexander Aramice

TELKOMNIKA Telecommunication, Computing, Electronics and Control is
a Scopus indexed journal, SJR Q3, and ONLY publishes high quality
papers. A high quality paper has:

(1) a clear statement of the problem the paper is addressing;

(2) the proposed solution(s); and

(3) results achieved. It describes clearly what has been done before on
the problem, and what is new. The goal of your revised paper is to
describe novel technical results.

There are four types of technical results:

1. An algorithm;

2. A system construct: such as hardware design, software system,
protocol, etc.; The main goal of your revised paper is to ensure that the
next person who designs a system like yours doesn't make the same
mistakes and takes advantage of some of your best solutions. So make
sure that the hard problems (and their solutions) are discussed and the
non-obvious mistakes (and how to avoid them) are discussed.

3. A performance evaluation: obtained through analyses, simulation or



measurements;
4. A theory: consisting of a collection of theorem:s.

Your revised paper should focus on:

1. Describing the results in sufficient details to establish their validity;

2. Identifying the novel aspects of the results, i.e., what new knowledge is
reported and what makes it non-obvious;

3. Identifying the significance of the results: what improvements and
impact do they suggest.

Second, change title of your paper. The title summarizes the main idea or
ideas of your study. A good title contains the fewest possible words
needed to adequately describe the content and/or purpose of your
research paper. Rarely use abbreviations or acronyms unless they are
commonly known. Find the below guide, how to update your paper title.

You have 4 weeks, until October 24, 2018 to revised your paper. Please
submit your revised paper by reply this email(team@journal.uad.ac.id),
cc: tole@journal.uad.ac.id. Attach:1. File Response to Mentor(s)
Comments

2. File of your revised paper

When your revised paper reached us, it will be re-checked & reviewed by
Editor(s) and Mentor(s) based on your response to Mentor & Coach
comments and the following criteria: Relevance, Significance, Novelty,
Technical correctness, Experimental/evidential support, Clarity of
presentation and Reference to prior work and publications.

I am looking forward to receiving your revised paper.

Your cooperation is very appreciated.

Thank you,

Sincerely yours,

Tole Sutikno, Ph.D.

Editor-in-Chief, TELKOMNIKA Telecommunication, Computing,

Electronics and Control (Scopus indexed journal, Q3)
email: tole@journal.uad.ac.id



Guideline for preparing your paper title:

A good research paper title: (1) Condenses the paper’s content in a few
words & Use words that create a positive impression and stimulate
reader interest; (2) Captures the readers’ attention; (3) Indicate
accurately the subject and scope of the study and Differentiates the paper
from other papers of the same subject area. Five (5) Simple steps to write
a good research paper title:

STEP 1: Ask yourself these questions and make note of the answers:
What is my paper about?

What techniques/ designs were used?

Who/what is studied?

What were the results?

STEP 2: Use your answers to list key words.
STEP 3: Create a sentence that includes the key words you listed

STEP 4: Delete all unnecessary/ repetitive words and link the
remaining.

STEP 5: Delete non-essential information and reword the title.

General Guidelines:

1. Please re-read our instructions (at: http://journal.uad.ac.id/
index.php/TELKOMNIKA/about/editorialPolicies#custom-1) carefully and
follow the checklist strictly, as any spelling mistakes and errors may be
translated into the typeset version.

2. The “result and discussion” section reports the most important
findings, including analysing results as appropriate. It is very important
to prove that your manuscript has a significant value and not trivial.



3. Please re-check that all references are already cited in your article, and
order of your citation is SEQUENTIAL

example in a paper:

—> [1-4], [2], [5-6], [7-9], [8], [4-5], [9], [10-14], [12], [15] ...... (SEQUENTIAL)
— correct

—> [1], [2], [3], [4-6], [7], [8-10], [4-5], [11-16], [13], [17] ...... (SEQUENTIAL)
— correct

—> [2]) [3]) [6]3 [1], [4_5]) [7]5 [11_16], [8_10]: [13], [17] ------ (NOT
SEQUENTIAL) — INCORRECT

—> [4-5]) [7]J [2]) [?’]a [17]) [6]3 [1]: [11'16]3 [8'10], [13] ------ (NOT
SEQUENTIAL) — INCORRECT

4. If your need references to improve your paper, please get take a look
at:

- http://iaescore.com/journals/index.php/ijece

- http://iaescore.com/journals/index.php/ijeecs

- http://iaescore.com/journals/index.php/ijpeds

- http://journal.uad.ac.id/index.php/TELKOMNIKA

- http://journal.portalgaruda.org/index.php/EEI

Please use “Search” at menu "Journal Content” in right side of the site.

Agustinus Noertjahyana<agust@petra.ac.id> Wed, Oct 3, 2018 at 20:41
To: TELKOMNIKA <team@journal.uad.ac.id>
Cc: tole@journal.uad.ac.id

Dear Committee,

Herewith | attached My Revision Paper and Respons of the Comment.
Thank you very much..

Best regards,

Agustinus

[Quoted text hidden]
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Tole Sutikno <tole@journal.uad.ac.id> Wed, Oct 3, 2018 at 20:41
To: agust@petra.ac.id

Dear Sir/Madam,

Your email has reached my queues safely, so i will get back in touch with you there as soon as i
can. Just a heads up i might not get back to you straight away, as i answer all emails in order to
keep things fair.

How to submit your manuscript

To make a submission, you must have a user account and be enrolled as an Author. User
accounts can either be created by the Journal Manager or you can register yourself (this journal
policy allow you create user account by your self as a Reader, an Author and/or a Reviewer). All
fields with an asterisk beside them (Username; Password; Repeat Password; First Name; Last
Name; Email) are mandatory. Your username and your email address must be unique;
furthermore, while you can change your email address at a later date, you will be unable to
change your username. If you want to register in another role within the same journal (for
example, if you are already a Reader, but also want to become an Author) you can log in; go to
Edit My Profile (under My Account on your User Home page); and check off the checkboxes next
to any available roles, near the bottom of the page. Once you have an account, log in to the
journal site and select the role of Author. The Author is asked to upload a submission file and to
provide metadata or indexing information. (The metadata improves the search capacity for
research online and for the journal.) The Author can upload Supplementary Files, in the form of
data sets, research instruments, or source texts that will enrich the item, as well as contribute to
more open and robust forms of research and scholarship.

Your paper ID?

Please ALWAYS put your paper ID number in the subject line of email communication when
making inquiries. For example, if your submitted manuscript URL: http://journal.uad.ac.id/
index.php/TELKOMNIKA/author/submission/1234, your paper ID number is 1234.

Your cooperation is very appreciated.
Thank you

Best Regards,

Tole Sutikno

Editor:
TELKOMNIKA TCEC, http://journal.uad.ac.id/index.php/TELKOMNIKA

**Journal Form for Hardcopy Order**

Please download "Journal form for Hardcopy order" and contact us if further information is
needed:

1. Mr. Sulchan Hidayat: sulchan.hidayat@gmail.com, +62 81328731075
2. Mr. Son Ali Akbar: sonjannah@gmail.com, Phone: +62 85643888512
3. Dr. Anton Yudhana, eyudhana@yahoo.com, +62 85746722592
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Our events:

International Conference and Workshop on Telecommunication, Computing, Electronics and
Control (ICW-TELKOMNIKA), September 18-21, 2018 in Yogyakarta, Indonesia
http://journal.uad.ac.id/index.php/TELKOMNIKA/pages/view/conference

2018 5th International Conference on Electrical Engineering, Computer Science and Informatics
(EECSI 2018), October 16-18, 2018 in Malang, Indonesia.
http://eecsi.org/2018

Agustinus Noertjahyana<agust@petra.ac.id> Tue, Oct 9, 2018 at 09:07
To: TELKOMNIKA <team@journal.uad.ac.id>, tole@journal.uad.ac.id

Dear Telkomnika,
Herewith | attach Response Form Review for paper ID : #1570466661.
Regards,

Agustinus Noertjahyana
[Quoted text hidden]

Tole Sutikno <tole@journal.uad.ac.id> Tue, Oct 9, 2018 at 09:07
To: agust@petra.ac.id

Dear Sir/Madam,

Your email has reached my queues safely, so i will get back in touch with you there as soon as i
can. Just a heads up i might not get back to you straight away, as i answer all emails in order to
keep things fair.

How to submit your manuscript

To make a submission, you must have a user account and be enrolled as an Author. User
accounts can either be created by the Journal Manager or you can register yourself (this journal
policy allow you create user account by your self as a Reader, an Author and/or a Reviewer). All
fields with an asterisk beside them (Username; Password; Repeat Password; First Name; Last
Name; Email) are mandatory. Your username and your email address must be unique;
furthermore, while you can change your email address at a later date, you will be unable to
change your username. If you want to register in another role within the same journal (for
example, if you are already a Reader, but also want to become an Author) you can log in; go to
Edit My Profile (under My Account on your User Home page); and check off the checkboxes next
to any available roles, near the bottom of the page. Once you have an account, log in to the
journal site and select the role of Author. The Author is asked to upload a submission file and to
provide metadata or indexing information. (The metadata improves the search capacity for
research online and for the journal.) The Author can upload Supplementary Files, in the form of
data sets, research instruments, or source texts that will enrich the item, as well as contribute to
more open and robust forms of research and scholarship.



Your paper ID?

Please ALWAYS put your paper ID number in the subject line of email communication when
making inquiries. For example, if your submitted manuscript URL: http://journal.uad.ac.id/
index.php/TELKOMNIKA/author/submission/1234, your paper ID number is 1234.

Your cooperation is very appreciated.
Thank you

Best Regards,
Tole Sutikno
Editor:

TELKOMNIKA TCEC, http://journal.uad.ac.id/index.php/TELKOMNIKA
[Quoted text hidden]

Agustinus Noertjahyana<agust@petra.ac.id>
To: tole@journal.uad.ac.id

Noted with thanks.
[Quoted text hidden]

TELKOMNIKA <team@journal.uad.ac.id>
To: Agustinus Noertjahyana <agust@petra.ac.id>
Cc: Assoc. Prof. Dr. Tole Sutikno <tole@journal.uad.ac.id>

Dear Sir,
Received, thank you.

Best regards,
TELKOMNIKA

[Quoted text hidden]
[Quoted text hidden]

wa

Tue, Oct 9, 2018 at 09:08

Tue, Oct 9, 2018 at 14:37
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[TELKOMNIKA] Please Revise Your Paper #11599

3 messages
TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id> Fri, Dec 21, zo&;za;
To: agust@petra.ac.id

Dear Sir/Madam,

For preparing your final paper to publish in TELKOMNIKA (Telecommunication, Computing,
Electronics and Control) ISSN: 1693-6930, e-ISSN: 2302-9293 Issue February 2019. Please
revise your paper based on the comment on the paper. You have 1 day to revise your paper until
December 21, 2018. Please revise in the paper that attached in this email and please follow the
template. We hope your response soon. Thank you.

Best regards,
TELKOMNIKA Staff

Agustinus Noertjahyana <agust@petra.ac.id> Fri, Dec 21,2018 at 10:06
To: TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id>
Ok.. Done..

regards,

Agustinus Noertjahyana
[Quoted text hidden]

TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id> Fri, Dec 21,2018 at 16:07
To: Agustinus Noertjahyana <agust@petra.ac.id>

Dear Slr,
Received, thank you.

Best regards
TELKOMNIKA Staff

[Quoted text hidden]
[Quoted text hidden]

|F A

Best regards,
TELKOMNIKA Staff
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[TELKOMNIKA] FEBRUARY 2019 Proofreading

4 messages

Mon, Dec 24, 2018 at

TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id> 11:43

To: Agustinus Noertjahyana <agust@petra.ac.id>

Dear Authors,

We hope this email reach you well. We are from TELKOMNIKA Staff want
to inform you that your paper ID 11599 (1570466661) entitled Private
Cloud Storage Implementation Using OpenStack Swift already published
in February 2019 Issue. Please check the pdf of your paper that attach in
here. We suggest you to checking your paper and if the pdf is correct, we
will upload it to OJS TELKOMNIKA.

If you have something to tell us about your paper, please reply this email.
We will wait your response until December 26, 2018.
Thank you for your cooperation.

Best regards,
TELKOMNIKA Staff

Agustinus Noertjahyana <agust@petra.ac.id> Thu, Dec 27,2018 at 19:51
To: TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id>

Dear Team,
My paper is correct. Thank you.
Regards,

Agustinus
[Quoted text hidden]

TELKOMNIKA Editors and Authors Meeting <team@journal.uad.ac.id> Fri, Dec 28,2018 at 15:20
To: Agustinus Noertjahyana <agust@petra.ac.id>

Dear Sir,
Thank you for your confirmation.

Best regards,
TELKOMNIKA Staff
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Private Cloud Storage Implementation
Using OpenStack Swift

Agustinus Noertjahyana, Juan Reno, Henry Novianus Palit, Justinus Andjarwirawan
1.23.4 Informatics Engineering, Faculty of Industrial Technology, Petra Christian University
JI. Siwalankerto 121-131, 031-2983456
e-mail: agust@petra.ac.id

Abstract

The use of distributed and parallel computer systems is growing rapidly, requiring an appropriate
system to support its work processes. One technology that supports distributed computer systems is cloud
computing. This system can generate the need to maximize the use of existing computing resources, one
of which is in the form of cloud-based storage. The computer laboratory of Informatics Department of Petra
Christian University has very large resources, but they have not been optimized in the utilization of existing
storage devices. This condition gives the idea to utilize computers in the laboratory with cloud, so the
storage can be used well. This implementation used the OpenStack cloud framework, which could provide
laaS service. From some existing OpenStack services, storage management used OpenStack Swift on its
processing. OpenStack Swift is a cloud-based storage service that leverages various computing
resources. After the implementation process, testing was done by way of data management, so storage
could store, retrieve, and delete data. In addition, testing was also done by turning off some physical
machines to ensure cloud services could remain well accessible, and measure the speed of data transfer
in cloud storage. The resulting data was used to evaluate the cloud storage systems that had been
created.

Keywords: OpenStack, OpenStack Swift, cloud, private cloud storage, infrastructure as a service,
distributed system, paralel computing

1. Introduction

The use of distributed and parallel computer systems is growing rapidly, requiring an
appropriate system to support its working processes. Along with the evolving needs that exist, a
computer system is also required to work quickly and have a low fault tolerant. One technology
that supports distributed computer systems like this is cloud computing.

Cloud Computing is a combination of the use of computer technology and Internet-
based development that is an abstraction of the hidden infrastructure [1]. In general, cloud
computing utilizes more than one computer that has been connected to each other through a
network. This distributed system can generate the need to maximize the use of existing
computing resources, one of which is in the form of storage in the form of cloud storage.
Computer systems like this can be pretty much found around us, some of them are in the
computer laboratory of Informatics Department of Petra Christian University.

The computer lab of Petra Christian University's Informatics department is a
considerable investment. However, in reality the use of the computers in the laboratory is not
optimal in terms of lecturing activities, and asa storage device. Each computer in the laboratory
has an average of 500 Gigabytes of storage. But the use of the storage is often uneven
because one computer’s storage may be used up, while other computers have plenty of storage
space left. Such conditions, provide ideas to utilize computers in the laboratory with the cloud
method for more efficient use of storage. With the specifications and existing computer facilities,
they can be utilized to become a private cloud computing system.

2. Literature Review

Cloud computing proves to be so disruptive to provide anyone with on demand remote
access to a large pool of third-party computing resources and services [2]. Private cloud is a
Cloud Computing service, provided to meet the internal needs of an organization / company. In
a company, usually the IT Department is responsible as the provider of cloud services, and
other divisions within the company as its users [3]. As a Service Provider, of course, IT
Department must be responsible for the service to run well in accordance with service quality

Received September 5, 2017; Revised December 28, 2018; Accepted January 12, 2019
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standards that have been determined by the company, either infrastructure, platform or existing

applications. There are several advantages in using private cloud, i.e.

- Data security is guaranteed because the internal organization or company manages its own

system security.

- The internet bandwidth is saved when the service is accessed only from the organization's

internal network.

- Business process does not depend on internet connection, but it still depends on local internet

connection (intranet).

On the other hand, there are also some disadvantages that can arise with the use of private

cloud, i.e. It can be a large investment because the internal company or organization itself must

prepare its infrastructure, It takes manpower to care for and ensure the service goes well and
smoothly. By using less skilled personnel, the system security is less secure because of poor
settings.

Cloud Computing is a combination of the use of computer technology in a single
computing and development with an internet base. According to NIST [4], there are five
characteristics of a system called cloud computing, among others, as follows:

- Resource Pooling, which is a physical or virtual computing resource collected by service
providers to meet the needs of many customers with multi-tenant models. These computing
resources can be used dynamically by customers to meet their needs.

- Broad Network Access, which is a cloud service provider capability through a network that
can be accessed using multiple end devices.

- Measured Service, which is a service to optimize and monitor services related to computing
resources such as bandwidth, storage, processing, and so on.

- Rapid Elasticity, which is a service from cloud providers can be used by cloud consumer
dynamically to raise or lower the service capacity. The service capacity provided is usually
unlimited, and the consumer service can freely and easily select the desired capacity at any
time.

- Self Service, which is a configuration service for Cloud Consumer independently services
that want to be used through a system, without the need of human interaction with the cloud
provider.

Beyond the existing characteristics, cloud computing has three types of services offered
to customers or users concerned [5]. The services are described as follows: Software as a
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (laaS).

2.1. OpenStack
OpenStack is a cloud platform that consists of several free and open source softwares
to provide Cloud laaS service both in personal and in large scale [6]. It can be interpreted that

OpenStack is a service that acts as a middleware to unify the diversity of layers such as

network, storage, hardware, operating system, and so forth. OpenStack consists of many parts

that have different functions. Quoted from the OpenStack document [7], there are several
components that are parts of OpenStack. These components include:

- Nova, whichis the main computing engine in OpenStack to deploy and manage large
numbers of virtual machines and instances in handling computational tasks.

- Swift, which is a storage system for objects and files.

- Cinder, which is a block storage component, which is more analogous to the idea of a
traditional computer that can access a specific location on a disk drive.

- Neutron, which provides networking capabilities for OpenStack. This helps to ensure that
each component of the OpenStack deployment can communicate with each other quickly
and efficiently.

- Horizon, which is the OpenStack dashboard of graphical interface. In this dashboard
provides system administrators to see what is happening in the cloud and manage it as
needed.

- Keystone, which is the service identity that is central to all usage in OpenStack cloud. All
services provided by the cloud must have permission to use the service.

- Glance, which is an image service for OpenStack that refers to an image (or virtual copy) of
the hard disk.

- Ceilometer, which is a telemetry service within the cloud to provide billing services to
individual users.

TELKOMNIKA Vol. 17, No. 1, February 2019: 791-79x
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- Heat, which is an orchestration component of OpenStack, to store the needs of cloud
applications in a file that defines what resources are required for the application. This is
necessary in managing the infrastructure to run cloud services.

2.2. OpenStack Swift
OpenStack Swift is popular open source software used to build very large-scale storage

systems [8]. OpenStack Object Swift is a scalable multi-tenant object storage system, and it can

manage unstructured data [9]. In this case, OpenStack Swift has several components to support

existing object storage services. Existing components include the following:

- Proxy server, which plays a role in uploading files, modifying metadata, and creating
containers. It can use cache to improve its performance.

- Account servers, which manage accounts related to Swift service.

- Container servers, which manage container mappings or folders contained in OpenStack
Swift.

- Object servers, which manage actual objects on storage nodes like files and so on.

- Periodic process, which serves as a replication service in ensuring consistency or
availability within the cluster.

- WSGI middleware, which authenticate OpenStack Identity.

- Swift Client, which serves as a user facility in sending user permissions commands via the
command line.

- Swift-init, which creates a script that initializes in the ring file.

- Swift-recon, which retrieves information about clusters that have been collected by the swift-
recon middleware.

3. System Planning

3.1 Working Scheme
OpenStack Swift provided the laaS service with the system work scheme used as

follows:
P T - T
{x 5 b BB
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Figure 1. OpenStack Swift Working Scheme

As in Figure 1, the explanation of the Openstack Swift work scheme is as follows:

1. Auth server, in this case, is also known as node controller role in client authentication
process that accessed the system. The node controller installed the keystone service
which was the means of authentication in OpenStack. The client provided information in
the form of user and password to be verified by keystone service.

2. If the client authentication was successful on the controller node, then the process would
proceed to the proxy server node. In the proxy server node, files sent by the client were
processed for storage in the available storage nodes. In general, proxy server nodes
played a role in every data management activity that involved storage nodes, i.e. storage,
retrieval, and data deletion. Proxy server nodes also managed sync, balancing, and data
replication processes.

Title of Paper.. Title of Paper.. (First Author)
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3. Data that were received by proxy server node were then processed to the storage node.
The storage process was divided into two, namely the container and the object. Object was
stored in each container so that one container could have many objects, while one object
was only contained in one container. The proxy server node passed the data and was
received by the storage node in the hashing form. The successful data storage process
returned the output to the client in the form of a successfully saved file name along with its
hashing code.

4. During the process of retrieving and deleting data from the storage node, the proxy server
sent a hashing code to recognize the file to be retrieved or deleted. This process did not
return any output to the client, but the client could check directly the changes to the
directory or object list in the system.

3.2 Network Design

network 192.168.11.0
=

L

Rafter
default-gateway 152.168.11.1

F__ .
Controller nade 152,168.11.2 Sterogeneded 192.168.11.6

StoragenodeZ 192,188,115

g 2

Client Storagenodel 192.158.11.4

Figure 2. Network Diagram Configuration

From the network design shown in Figure 2 for the use of OpenStack Swift, the network
used was 192.168.11.0 with subnet mask /24, ie 255.255.255.0. The Default Gateway that was
used in accordance with the IP Address was owned by the router, i.e. 192.168.11.1. While the
DNS server used was 203.189.120.4 and 203.189.120.7. This network used several computers
in the this research, which were divided into one controller node, one proxy server node, three
storage nodes, and one client.

3.3 Storage Node Disk Partition

The disk partition was performed only on the Storage Node, which provided the
capacity for the Operating System as well as OpenStack Swift itself. This partition was created
because Swift could not be performed on a disk used by other system. In this case, the disk
partition used for Swift was 100 Gigabyte, while Ubuntu used 250 Gigabyte. The disk partition
was done as in Figure 3.

Installation type

@ sda1 (ntfs) @ sda2 (ntfs)

Type for the new partition: () primary
© Logical
Location for the new partition: @ Beginning of this space

End of this space

Useas: | Ext4journaling file system

Mount point: [/

Device for boot loader installatiok.,

/dev/sda ATAVBOX HARDDISK (42.9 GB)

Figure 3. Disk Partition in Storage Node
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3.4 Network Configuration

Routers played a role in forming a new network, which were used in the Openstack
system. It was intended that the ongoing process did not disrupt the network outside the
system. The router used was the Buffalo AirStation Router, with the following steps:

1. The admin performed a Router reset, then accessed to 192.168.11.1 address with
username using root without password. This address displayed the configuration page of
the existing router.

2. The admin configured in the Wireless Connection menu section to manage the existing
network with existing DHCP IP Pool. In this case, the admin created a new network on
192.168.11.0 with Pool of 64 as shown in Figure 4.

Auto input l_-(’.en.nre'.e P;ucomnenJed IF Addrase
1P Al ovess R
LANSide ® Addiress | oess (192168111
Eubnet Mash 255.255.235.0 ™
DHEP Sanver ) & nanie
DHCP |P Acdress Pool 192.1668.11.2 forup 1o 64 Addressios)
PETR Server [Enable
Authorlzation Type
Bdvanced Settings
L ]
Server IPAdGress 5
Mania
Msta
L I pah:
Glient P Aduress Abarug for up 1o & ad drese{es)
LAN IP addrecs of the AlrElation
DNS Senver 12 Address Atarigal
Do Mot Specify
WiINS Server P Address
MTLAMRL Naiue
e
Feply |

Figure 4. Configuration on Router

3.5. IP Address Configuration

For each node, it needed to be assigned a static IP Address, so that the available
nodes could be identified with each other. The subnet mask used was 255.255.255.0 or / 24.
The default gateway used was 192.168.11.1 in accordance with the existing IP Address on the
Router. The DNS server used was 203,189,120.4 based on the existing network. These three
configurations were applied to all nodes used. On the other hand, the node controller had IP
Address 192.168.11.2, the proxy server node had IP Address 192.168.11.3, and the storage
node had a range of IP addresses starting from 192.168.11.4 to a number of existing storage
nodes.

3.6 Basic Environment

One of the settings that needed to be set up to install on OpenStack was the Basic
Environment, or basic environment. This environment became the physical basis in shaping the
system. Some of the required environments were storage nodes and node controllers with the
Ubuntu Server 14.04 LTS operating system. For each node used, the hardware specifications
used were as follows:

Processor: Intel Core i5-3340 @ 3.1 GHz (4 cores / 4 threads)
RAM: 16 GB

Disk: 250 GB

Connection: 1 interface 100Mbps Ethernet

In addition, the installation of the basic components was required by OpenStack in the form of
OpenStack packages. In installing OpenStack packages, the Juno cloud repository needed to

Title of Paper.. Title of Paper.. (First Author)



106 = ISSN: 1693-6930

be added to the source-list of the Advanced Package Tool (APT). After adding the cloud
repository, the existing APT needed to apt-get update and apt-get dist-upgrade.

3.7 Framework and Application

The framework used was OpenStack Pike version, so the software was a number of
components that operated on OpenStack based cloud system. These components were
separated into several nodes: a node controller, a proxy server node, as well as multiple storage
nodes. In the design of private clouds in the laboratory, the components used were shown in
Figure 5.

Controller Node ‘ ‘ Proxy Server Node ‘ Storage Node
NTP Server, Swift Proxy Server Swift Account,
Swift, Swift Container,
MariaDB. Swift Object.
RabbitMQ.
Keystone

Figure 5. Nodes Schema

4. Testing And System Evaluation
4.1 Data Management

In the storage, data management process became the main priority. The basic form of
data management was when the system could run its role to store, retrieve, and delete the files
it contains. This was intended for the storage to be run and used well by the user. There were
three kinds of data management, namely storage, retrieval, and data deletion.

4.2 Storage Node Deactivation

The second test was related to distributed systems, which had more than one storage
node to form a cloud storage. Testing was done by turning off one or more storage nodes and
evaluating system performance. The evaluation was related to the process of data management
in the storage that had been made, and indicated whether or not there was disruption in the
process of storing, retrieving, and deleting data. The storage node disabling conditions were
illustrated in Figure 6 and 7.

o \ -
proxyserver i I storaged

—1 =

storagel storage2

Figure 6. Storage Node no.3 Deactivation

contraller | : '? :! client
! g 9 &

proxyserver storage3

storagel storageZ

Figure 7. Storage Node no.2 and no.3 Deactivation
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There were three kinds of testing related to storage node disabling, i.e. storage,
retrieval, and data deletion.

4.2.1 Retrieve Data

In testing for data retrieval, two cases were used. The first case was the retrieval when
one or more storage nodes were turned off as in Figure 6, with storage of all storage nodes lit
up. The second was to retrieve data from the system associated with testing data storage,
where the condition of some storage nodes was turned off as shown in Figure 6. From the first
case test, the system succeeded in providing the data to be stored by the client. Successful
storage checks could use the Is -al command and provided the following views:

total 12

—drwxr-xr-x. 1 root root 1441 Nov 28 16:24 .
—drwxr-xr-x. 1 root root 234 Nov 28 18:05 ..
-rw-r—-r—-. 1 root root 11 Nov 25 18:07 test.txt

While in the second case, the system did not succeed in providing data to be stored. This
process provided the following output:

| ~(swift)# Service Unavailable (Error 503) |

4.2.2 Store Data

Testing in the storage of a file try.txt was done with two things, namely disabling only on
storage node 3 as in Figure 6 as first case,and disabling the storage node 2 and storage node 3
as in Figure 6 as second case. For the first case give the following output:

object container etag |

CEST.TXC test_container diedfcazdc0f886fd7chb4cb0031bald4g |

While in second case testing, the existing data was not successfully stored on the swift system
with the following error output:

|~(5w;ft,)# Service Unavailable (Error 503) |

4.2.3 Delete Data

In the process of deleting data, there were two types of testing performed. The first case
was when only one storage node was active, assuming the file storage in the storage node was
evenly distributed as shown in Figure 6. The second case was when at least two active storage
nodes with file storage in the storage node were evenly distributed as in Figure 7. From the first
case, the client did not succeed in deleting the test.txt file from the storage node swift. The given
output was:

|~(5wift,)# Service Unavailable (Error 503) ‘

Then, in the second case, the same case as the first case occured where the client also could
not delete the files contained in the storage node. The resulting output was the same, i.e.
Service Unavailable (Error 503). Based on the error, it showed that file deletion had to involve
all storage nodes in active condition. Test conditions were not only on the object, but also on the
process of removal of containers in swift.

4.3 Data Transfer

The third test was related to the speed of data transfer from client to system in the form
of storage node. This test was performed to compare the speed of data transfer in swift with
disk to disk in general. In testing data transfer, three types of files with varying sizes were used,
i.e.

1. Try1.zip for 10 kilobytes as the first case
2. Try 2.zip for 1 megabyte as the second case
3. Try3.zip for 100 megabytes as the third case
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Recording was done in the process of storing, retrieving, and deleting data in the storage node,
and using measurements in seconds. Data transfer testing measured three main things, namely
storage, retrieval, and data deletion.

4.3.1 Store Data

For the first case, the client uploaded the try1.zip file to the swift system in the three active
storage nodes. For the second case, the client uploaded the try2.zip file to the swift system in
the three active storage nodes. For the third case, the client uploaded the try3.zip file to the swift
system in the three active storage nodes. The results of the data storage test are shown in
Table 1:

Table 1. Store Data Time Testing

No. Condition Case 1 Case 2 Case 3
1 | All Storage Node : Active 28.17s 28.75s 41.04s
2 | One of Storage Nodes Inactive 32.56s 35.18s 58.22s

4.3.2 Retrieve Data

For the first case, the client downloaded the file coba1.zip from the swift system in the
three active storage nodes. For the second case, the client downloaded the try2.zip file from the
swift system in the three active storage nodes. For the third case, the client downloaded the file
coba3.zip from the swift system in the three active storage nodes shown in Table 2.

Table 2. Retrieve Data Time Testing

No. Condition Case 1 Case 2 Case 3
1 | All Storage Node : Active 18.23s 47.08s >15m
2 | One of Storage Nodes Inactive 22.52s 1m12s >20m

4.3.3 Delete Data

For the first case, the client deleted delete1.zip file in the swift system in the three active
storage nodes. For the second case, the client deleted delete2 a try2.zip file in the swift system
in the three active storage nodes. For the third case, the client deleted delete3 cobaz.zip file in
the swift system in three active storage nodes. After the entire file deletion process succeeded,
the execution time of file deletion processing is shown in the Table 3.

Table 3. Delete Data Time Testing

Condition Casel | Case?2 Case 3
All Storage Nodes Active | 16.64s 19.82s 22.34s

5. Conclusion

From the design results of the private cloud storage system in the laboratory, it can be
concluded that: The development of cloud-based private storage in OpenStack Swift can
overcome the data loss that may occur due to the destruction of a physical machine in a
computer lab. The stored data can still be accessed properly by using other computers in one
network and the same system. With the existence of private storage system through swift,
unused storage can be utilized in large amount in each physical machine. Each physical
machine has a hard disk of one Terabyte that can be used in part for private storage. The use of
this capacity in addition to overcome the data loss can also be used to store all types of files
through the client connected in the system.
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Abstract

The use of distributed and parallel computer systems is growing rapidly, requiring an appropriate
system to support its work processes. One technology that supports distributed computer systems is cloud
computing. This system can generate the need to maximize the use of existing computing resources, one
of which is in the form of cloud-based storage. The computer laboratory of Informatics Department of Petra
Christian University has very large resources, but they have not been optimized in the utilization of existing
storage devices. This condition gives the idea to utilize computers in the laboratory with cloud, so the
storage can be used well. This implementation used the OpenStack cloud framework, which could provide
laaS service. From some existing OpenStack services, storage management used OpenStack Swift on its
processing. OpenStack Swift is a cloud-based storage service that leverages various computing
resources. After the implementation process, testing was done by way of data management, so storage
could store, retrieve, and delete data. In addition, testing was also done by turning off some physical
machines to ensure cloud services could remain well accessible, and measure the speed of data transfer
in cloud storage. The resulting data was used to evaluate the cloud storage systems that had been
created.

Keywords: cloud, distributed system, infrastructure as a service, OpenStack Swift, OpenStack, paralel
computing, private cloud storage
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1. Introduction

The use of distributed and parallel computer systems is growing rapidly, requiring an
appropriate system to support its working processes. Along with the evolving needs that exist, a
computer system is also required to work quickly and have a low fault tolerant. One technology
that supports distributed computer systems like this is cloud computing.

Cloud Computing is a combination of the use of computer technology and
Internet-based development that is an abstraction of the hidden infrastructure [1-3]. In general,
cloud computing utilizes more than one computer that has been connected to each other
through a network. This distributed system can generate the need to maximize the use of
existing computing resources, one of which is in the form of storage in the form of cloud storage.
Computer systems like this can be pretty much found around us, some of them are in the
computer laboratory of Informatics Department of Petra Christian University.

The computer lab of Petra Christian University's Informatics department is a
considerable investment. However, in reality the use of the computers in the laboratory is not
optimal in terms of lecturing activities, and asa storage device. Each computer in the laboratory
has an average of 500 Gigabytes of storage. But the use of the storage is often uneven
because one computer’s storage may be used up, while other computers have plenty of storage
space left. Such conditions, provide ideas to utilize computers in the laboratory with the cloud
method for more efficient use of storage. With the specifications and existing computer facilities,
they can be utilized to become a private cloud computing system.

2. Literature Review
Cloud computing proves to be so disruptive to provide anyone with on demand remote
access to a large pool of third-party computing resources and services [4-8]. Private cloud is a
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Cloud Computing service, provided to meet the internal needs of an organization/company. In a

company, usually the IT Department is responsible as the provider of cloud services, and other

divisions within the company as its users [9]. As a Service Provider, of course, IT Department
must be responsible for the service to run well in accordance with service quality standards that
have been determined by the company, either infrastructure, platform or existing applications.

There are several advantages in using private cloud, i.e.

- Data security is guaranteed because the internal organization or company manages its own
system security.

- The internet bandwidth is saved when the service is accessed only from the organization's
internal network.

- Business process does not depend on internet connection, but it still depends on local
internet connection (intranet).

On the other hand, there are also some disadvantages that can arise with the use of
private cloud, i.e. it can be a large investment because the internal company or organization
itself must prepare its infrastructure, It takes manpower to care for and ensure the service goes
well and smoothly. By using less skilled personnel, the system security is less secure because
of poor settings.

Cloud Computing is a combination of the use of computer technology in a single
computing and development with an internet base. According to NIST [10], there are five
characteristics of a system called cloud computing, among others, as follows:

- Resource Pooling, which is a physical or virtual computing resource collected by service
providers to meet the needs of many customers with multi-tenant models. These computing
resources can be used dynamically by customers to meet their needs.

- Broad Network Access, which is a cloud service provider capability through a network that
can be accessed using multiple end devices.

- Measured Service, which is a service to optimize and monitor services related to computing
resources such as bandwidth, storage, processing, and so on.

- Rapid Elasticity, which is a service from cloud providers can be used by cloud consumer
dynamically to raise or lower the service capacity. The service capacity provided is usually
unlimited, and the consumer service can freely and easily select the desired capacity at any
time.

- Self Service, which is a configuration service for Cloud Consumer independently services
that want to be used through a system, without the need of human interaction with the cloud
provider.

Beyond the existing characteristics, cloud computing has three types of services offered
to customers or users concerned [11]. The services are described as follows: Software as a
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS).

2.1. OpenStack
OpenStack is a cloud platform that consists of several free and open source softwares
to provide Cloud laaS service both in personal and in large scale [12]. It can be interpreted that

OpenStack is a service that acts as a middleware to unify the diversity of layers such as

network, storage, hardware, operating system, and so forth. OpenStack consists of many parts

that have different functions. Quoted from the OpenStack document [13], there are several
components that are parts of OpenStack. These components include:

- Nova, whichis the main computing engine in OpenStack to deploy and manage large
numbers of virtual machines and instances in handling computational tasks.

- Swift, which is a storage system for objects and files.

- Cinder, which is a block storage component, which is more analogous to the idea of a
traditional computer that can access a specific location on a disk drive.

- Neutron, which provides networking capabilities for OpenStack. This helps to ensure that
each component of the OpenStack deployment can communicate with each other quickly
and efficiently.

- Horizon, which is the OpenStack dashboard of graphical interface. In this dashboard
provides system administrators to see what is happening in the cloud and manage it as
needed.

- Keystone, which is the service identity that is central to all usage in OpenStack cloud. All
services provided by the cloud must have permission to use the service.

Private cloud storage implementation using OpenStack Swift (Agustinus Noertjahyana)
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Glance, which is an image service for OpenStack that refers to an image (or virtual copy) of
the hard disk.

Ceilometer, which is a telemetry service within the cloud to provide billing services to
individual users.

Heat, which is an orchestration component of OpenStack, to store the needs of cloud
applications in a file that defines what resources are required for the application. This is
necessary in managing the infrastructure to run cloud services.

2.2. OpenStack Swift

OpenStack Swift is popular open source software used to build very large-scale storage

systems [14]. OpenStack Object Swift is a scalable multi-tenant object storage system, and it
can manage unstructured data [15]. In this case, OpenStack Swift has several components to
support existing object storage services. Existing components include the following:

Proxy server, which plays a role in uploading files, modifying metadata, and creating
containers. It can use cache to improve its performance.

Account servers, which manage accounts related to Swift service.

Container servers, which manage container mappings or folders contained in OpenStack
Swift.

Object servers, which manage actual objects on storage nodes like files and so on.

Periodic process, which serves as a replication service in ensuring consistency or availability
within the cluster.

WSGI middleware, which authenticate OpenStack Identity.

Swift Client, which serves as a user facility in sending user permissions commands via the
command line.

Swift-init, which creates a script that initializes in the ring file.

Swift-recon, which retrieves information about clusters that have been collected by the
swift-recon middleware.

3. System Planning
3.1. Working Scheme

OpenStack Swift provided the laaS service with the system work scheme used as

Figure 1.

Storage

Proxy Server

Client

Figure 1. OpenStack Swift working scheme

As in Figure 1, the explanation of the Openstack Swift work scheme is as follows:

1. Auth server, in this case, is also known as node controller role in client authentication

process that accessed the system. The node controller installed the keystone service which
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was the means of authentication in OpenStack. The client provided information in the form of
user and password to be verified by keystone service.

2. If the client authentication was successful on the controller node, then the process would
proceed to the proxy server node. In the proxy server node, files sent by the client were
processed for storage in the available storage nodes. In general, proxy server nodes played
a role in every data management activity that involved storage nodes, i.e. storage, retrieval,
and data deletion. Proxy server nodes also managed sync, balancing, and data replication
processes.

3. Data that were received by proxy server node were then processed to the storage node. The
storage process was divided into two, namely the container and the object. Object was
stored in each container so that one container could have many objects, while one object
was only contained in one container. The proxy server node passed the data and was
received by the storage node in the hashing form. The successful data storage process
returned the output to the client in the form of a successfully saved file name along with its
hashing code.

4. During the process of retrieving and deleting data from the storage node, the proxy server
sent a hashing code to recognize the file to be retrieved or deleted. This process did not
return any output to the client, but the client could check directly the changes to the directory
or object list in the system.

3.2. Network Design

From the network design shown in Figure 2 for the use of OpenStack Swift, the network
used was 192.168.11.0 with subnet mask/24, ie 255.255.255.0. The Default Gateway that was
used in accordance with the IP Address was owned by the router, i.e. 192.168.11.1. While the
DNS server used was 203.189.120.4 and 203.189.120.7. This network used several computers
in the this research, which were divided into one controller node, one proxy server node, three
storage nodes, and one client.

Network 192, 168.11.0

&

I
g DG : 192.168,11.1 ,;l

o

o B Storagetode3
Controller Mode 192,168, 11.6
192,168.11.2 I

g :.WJ\\\ !

. o s
Proxy Server / \ StorageMode2

192.168.11.3 . o 192.168,11.5
- -
|

—
) s

Client StorageMode 1
192.168.11.4

Figure 2. Network diagram configuration

3.3. Storage Node Disk Partition

The disk partition was performed only on the Storage Node, which provided the
capacity for the Operating System as well as OpenStack Swift itself. This partition was created
because Swift could not be performed on a disk used by other system. In this case, the disk
partition used for Swift was 100 Gigabyte, while Ubuntu used 250 Gigabyte. The disk partition
was done as in Figure 3.
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Figure 3. Disk partition in storage node

3.4. Network Configuration

Routers played a role in forming a new network, which were used in the Openstack
system. It was intended that the ongoing process did not disrupt the network outside the
system. The router used was the Buffalo AirStation Router, with the following steps:

1. The admin performed a Router reset, then accessed to 192.168.11.1 address with
username using root without password. This address displayed the configuration page of

the existing router.

2. The admin configured in the Wireless Connection menu section to manage the existing
network with existing DHCP IP Pool. In this case, the admin created a new network on
192.168.11.0 with Pool of 64 as shown in Figure 4.
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Figure 4.

3.5. IP Address Configuration

Configuration on router

For each node, it needed to be assigned a static IP Address, so that the available
nodes could be identified with each other. The subnet mask used was 255.255.255.0 or/24. The
default gateway used was 192.168.11.1 in accordance with the existing IP Address on the
Router. The DNS server used was 203,189,120.4 based on the existing network. These three
configurations were applied to all nodes used. On the other hand, the node controller had IP
Address 192.168.11.2, the proxy server node had IP Address 192.168.11.3, and the storage
node had a range of IP addresses starting from 192.168.11.4 to a number of existing storage

nodes.
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3.6. Basic Environment

One of the settings that needed to be set up to install on OpenStack was the Basic
Environment, or basic environment. This environment became the physical basis in shaping the
system. Some of the required environments were storage nodes and node controllers with the
Ubuntu Server 14.04 LTS operating system. For each node used, the hardware specifications
used were as follows: Processor: Intel Core i5-3340@3.1 GHz (4 cores/4 threads), RAM:
16 GB, Disk: 250 GB and Connection: 1 interface 100Mbps Ethernet.

In addition, the installation of the basic components was required by OpenStack in the
form of OpenStack packages. In installing OpenStack packages, the Juno cloud repository
needed to be added to the source-list of the Advanced Package Tool (APT). After adding the
cloud repository, the existing APT needed to apt-get update and apt-get dist-upgrade.

3.7. Framework and Application

The framework used was OpenStack Pike version, so the software was a number of
components that operated on OpenStack based cloud system. These components were
separated into several nodes: a node controller, a proxy server node, as well as multiple storage
nodes. In the design of private clouds in the laboratory, the components used were shown in
Figure 5.

[ Controller Nede

[ Proxy Server Node

| Storage Node

NTP Server, Swift Proxy Seirver Swift Account,
Swift, Swif Container,
MariaDB, Swift Qbject.
RabbitMQ,
Keystone

Figure 5. Nodes schema

4. Testing and System Evaluation
4.1. Data Management

In the storage, data management process became the main priority. The basic form of
data management was when the system could run its role to store, retrieve, and delete the files
it contains. This was intended for the storage to be run and used well by the user. There were
three kinds of data management, namely storage, retrieval, and data deletion.

4.2. Storage Node Deactivation

The second test was related to distributed systems, which had more than one storage
node to form a cloud storage. Testing was done by turning off one or more storage nodes and
evaluating system performance. The evaluation was related to the process of data management
in the storage that had been made, and indicated whether or not there was disruption in the
process of storing, retrieving, and deleting data. The storage node disabling conditions were
illustrated in Figure 6 and 7.

There were three kinds of testing related to storage node disabling, i.e. storage,
retrieval, and data deletion. In testing for data retrieval, two cases were used. The first case was
the retrieval when one or more storage nodes were turned off as in Figure 6, with storage of all
storage nodes lit up. The second was to retrieve data from the system associated with testing
data storage, where the condition of some storage nodes was turned off as shown in Figure 6.
From the first case test, the system succeeded in providing the data to be stored by the client.

Testing in the storage of a file try.txt was done with two things, namely disabling only on
storage node 3 as in Figure 6 as first case,and disabling the storage node 2 and storage node 3
as in Figure 6 as second case.

In the process of deleting data, there were two types of testing performed. The first case
was when only one storage node was active, assuming the file storage in the storage node was
evenly distributed as shown in Figure 6. The second case was when at least two active storage
nodes with file storage in the storage node were evenly distributed as in Figure 7. From the first
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case, the client did not succeed in deleting the test.ixt file from the storage node swift. Then, in
the second case, the same case as the first case occured where the client also could not delete
the files contained in the storage node. The resulting output was the same, i.e. Service
Unavailable (Error 503). Based on the error, it showed that file deletion had to involve all
storage nodes in active condition. Test conditions were not only on the object, but also on the
process of removal of containers in swift.

-
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ProxyServer D g ¥ ]

—4 .
4 i 4 bs

Storage3

Client

Storage 1 Storage2

Figure 6. Storage node no.3 deactivation
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Figure 7. Storage node no.2 and no.3 deactivation

4.3. Data Transfer

The third test was related to the speed of data transfer from client to system in the form
of storage node. This test was performed to compare the speed of data transfer in swift with
disk to disk in general. In testing data transfer, three types of files with varying sizes
were used, i.e.
1. Try1.zip for 10 kilobytes as the first case
2. Try 2.zip for 1 megabyte as the second case
3. Try3.zip for 100 megabytes as the third case

Recording was done in the process of storing, retrieving, and deleting data in the
storage node, and using measurements in seconds. Data transfer testing measured three main
things, namely storage, retrieval, and data deletion.

4.3.1. Store Data

For the first case, the client uploaded the try1.zip file to the swift system in the three
active storage nodes. For the second case, the client uploaded the try2.zip file to the swift
system in the three active storage nodes. For the third case, the client uploaded the try3.zip file
to the swift system in the three active storage nodes. The results of the data storage test are
shown in Table 1.

Table 1. Store Data Time Testing

No. Condition Case 1 Case 2 Case 3
1 All Storage Node : Active 28.17s 28.75s 41.04s
2 One of Storage Nodes Inactive 32.56s 35.18s 58.22s

4.3.2. Retrieve Data

For the first case, the client downloaded the file coba1.zip from the swift system in the
three active storage nodes. For the second case, the client downloaded the try2.zip file from the
swift system in the three active storage nodes. For the third case, the client downloaded the file
coba3.zip from the swift system in the three active storage nodes shown in Table 2.
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Table 2. Retrieve Data Time Testing

No. Condition Case 1 Case 2 Case 3
1 All Storage Node : Active 18.23s 47.08s >15m
2 One of Storage Nodes Inactive 22.52s 1m12s >20m

4.3.3. Delete Data

For the first case, the client deleted delete1.zip file in the swift system in the three active
storage nodes. For the second case, the client deleted delete2 a try2.zip file in the swift system
in the three active storage nodes. For the third case, the client deleted delete3 cobaz.zip file in
the swift system in three active storage nodes. After the entire file deletion process succeeded,
the execution time of file deletion processing is shown in the Table 3.

Table 3. Delete Data Time Testing
Condition Case 1 Case 2 Case 3
All Storage Nodes Active 16.64s 19.82s 22.34s

5. Conclusion

From the design results of the private cloud storage system in the laboratory, it can be
concluded that: The development of cloud-based private storage in OpenStack Swift can
overcome the data loss that may occur due to the destruction of a physical machine in a
computer lab. The stored data can still be accessed properly by using other computers in one
network and the same system. With the existence of private storage system through swift,
unused storage can be utilized in large amount in each physical machine. Each physical
machine has a hard disk of one Terabyte that can be used in part for private storage. The use of
this capacity in addition to overcome the data loss can also be used to store all types of files
through the client connected in the system.
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