
 



Advances in Intelligent Systems and Computing

Volume 924

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
Rafael Bello Perez, Faculty of Mathematics, Physics and Computing,
Universidad Central de Las Villas, Santa Clara, Cuba
Emilio S. Corchado, University of Salamanca, Salamanca, Spain
Hani Hagras, Electronic Engineering, University of Essex, Colchester, UK
László T. Kóczy, Department of Automation, Széchenyi István University,
Gyor, Hungary
Vladik Kreinovich, Department of Computer Science, University of Texas
at El Paso, El Paso, TX, USA
Chin-Teng Lin, Department of Electrical Engineering, National Chiao
Tung University, Hsinchu, Taiwan
Jie Lu, Faculty of Engineering and Information Technology,
University of Technology Sydney, Sydney, NSW, Australia
Patricia Melin, Graduate Program of Computer Science, Tijuana Institute
of Technology, Tijuana, Mexico
Nadia Nedjah, Department of Electronics Engineering, University of Rio de Janeiro,
Rio de Janeiro, Brazil
Ngoc Thanh Nguyen, Faculty of Computer Science and Management,
Wrocław University of Technology, Wrocław, Poland
Jun Wang, Department of Mechanical and Automation Engineering,
The Chinese University of Hong Kong, Shatin, Hong Kong



The series “Advances in Intelligent Systems and Computing” contains publications
on theory, applications, and design methods of Intelligent Systems and Intelligent
Computing. Virtually all disciplines such as engineering, natural sciences, computer
and information science, ICT, economics, business, e-commerce, environment,
healthcare, life science are covered. The list of topics spans all the areas of modern
intelligent systems and computing such as: computational intelligence, soft comput-
ing including neural networks, fuzzy systems, evolutionary computing and the fusion
of these paradigms, social intelligence, ambient intelligence, computational neuro-
science, artificial life, virtual worlds and society, cognitive science and systems,
Perception and Vision, DNA and immune based systems, self-organizing and
adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics
including human-machine teaming, knowledge-based paradigms, learning para-
digms, machine ethics, intelligent data analysis, knowledge management, intelligent
agents, intelligent decision making and support, intelligent network security, trust
management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are
primarily proceedings of important conferences, symposia and congresses. They
cover significant recent developments in the field, both of a foundational and
applicable character. An important characteristic feature of the series is the short
publication time and world-wide distribution. This permits a rapid and broad
dissemination of research results.

** Indexing: The books of this series are submitted to ISI Proceedings,
EI-Compendex, DBLP, SCOPUS, Google Scholar and Springerlink **

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Sanjiv K. Bhatia • Shailesh Tiwari •

Krishn K. Mishra • Munesh C. Trivedi
Editors

Advances in Computer
Communication
and Computational Sciences
Proceedings of IC4S 2018

123



Editors
Sanjiv K. Bhatia
Department of Mathematics
and Computer Science
University of Missouri–St. Louis
St. Louis, MO, USA

Shailesh Tiwari
CSED
ABES Engineering College
Ghaziabad, Uttar Pradesh, India

Krishn K. Mishra
Department of Computer Science
and Engineering
Motilal Nehru National Institute
of Technology
Allahabad, Uttar Pradesh, India

Munesh C. Trivedi
Department of Information Technology
Rajkiya Engineering College
Azamgarh, Uttar Pradesh, India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-981-13-6860-8 ISBN 978-981-13-6861-5 (eBook)
https://doi.org/10.1007/978-981-13-6861-5

Library of Congress Control Number: 2019932704

© Springer Nature Singapore Pte Ltd. 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-13-6861-5


Preface

IC4S is a major multidisciplinary conference organized with the objective of
bringing together researchers, developers, and practitioners from academia and
industry working in all areas of computer and computational sciences. It is orga-
nized specifically to help the computer industry to derive the advances of
next-generation computer and communication technology. Researchers invited to
speak will present the latest developments and technical solutions.

Technological developments all over the world are dependent upon globalization
of various research activities. Exchange of information and innovative ideas is
necessary to accelerate the development of technology. Keeping this ideology in
preference, the International Conference on Computer, Communication and
Computational Sciences (IC4S 2018) was organized at Mandarin Hotel Bangkok,
Bangkok, Thailand, during October 20–21, 2018.

This is the third time the International Conference on Computer, Communication
and Computational Sciences has been organized with a foreseen objective of
enhancing the research activities at a large scale. Technical Program Committee and
Advisory Board of IC4S include eminent academicians, researchers, and practi-
tioners from abroad as well as from all over the nation.

In this book, selected manuscripts have been subdivided into various tracks
named—Intelligent Hardware and Software Design, Advanced Communications,
Intelligent Computing Techniques, Web and Informatics, and Intelligent Image
Processing. A sincere effort has been made to make it an immense source of
knowledge for all, and this book includes 64 manuscripts. The selected manuscripts
went through a rigorous review process and are revised by authors after incorpo-
rating the suggestions of the reviewers.

IC4S 2018 received around 350 submissions from around 550 authors of
15 different countries such as USA, Iceland, China, Saudi Arabia, South Africa,
Taiwan, Malaysia, Indonesia, and Europe. Each submission went through the
plagiarism check. On the basis of plagiarism report, each submission was rigorously
reviewed by at least two reviewers with an average of 2.7 per reviewer. Even some
submissions have more than two reviews. On the basis of these reviews,
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64 high-quality papers were selected for publication in this proceedings volume,
with an acceptance rate of 18.28%.

We are thankful to the keynote speakers—Prof. Raija Halonen, University of
Oulu, Finland; Dr. K. K. Mishra, University of Missouri, St. Louis, USA;
Mr. Aninda Bose, Senior Editor, Springer Nature, to enlighten the participants with
their knowledge and insights. We are also thankful to delegates and the authors for
their participation and their interest in IC4S 2018 as a platform to share their ideas
and innovation. We are also thankful to Prof. Dr. Janusz Kacprzyk, Series Editor,
AISC, Springer, for providing guidance and support. Also, we extend our heartfelt
gratitude to the reviewers and Technical Program Committee members for showing
their concern and efforts in the review process. We are indeed thankful to everyone
directly or indirectly associated with the Organizing Committee of the conference,
leading it toward the success.

Although utmost care has been taken in compilation and editing, a few errors
may still occur. We request the participants to bear with such errors and lapses
(if any). We wish you all the best.

Bangkok, Thailand Organizing Committee
IC4S 2018

vi Preface



About This Book

With the advent of technology, intelligent and soft computing techniques came into
existence with a wide scope of implementation in engineering sciences. Nowadays,
technology is changing with a speedy pace and innovative proposals that solve the
engineering problems intelligently are gaining popularity and advantages over the
conventional solutions to these problems. It is very important for the research
community to track the latest advancements in the field of computer sciences.
Keeping this ideology in preference, this book includes the insights that reflect the
‘Advances in Computer and Computational Sciences’ from upcoming researchers
and leading academicians across the globe. It contains the high-quality
peer-reviewed papers of ‘International Conference on Computer, Communication
and Computational Sciences’ (IC4S 2018), held during October 20–21, 2018, at
Mandarin Hotel Bangkok, Bangkok, Thailand. These papers are arranged in the
form of chapters. The content of this book is divided into five broader tracks that
cover a variety of topics. These tracks are: Intelligent Hardware and Software
Design, Advanced Communications, Intelligent Computing Technologies, Web and
Informatics, and Intelligent Image Processing. This book helps the prospective
readers from computer and communication industry and academia to derive the
immediate surroundings’ developments in the field of communication and computer
sciences and shape them into real-life applications.
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Abstract. This paper presents the study of data mining in the education industry 

to model the performance for students enrolled in university. Two algorithms of 

data mining were used. Firstly, a descriptive task based on the K-means algorithm 

was utilized to select several student clusters. Secondly, a classification task 

supported two classification techniques, known as Decision Tree and Naïve 

Bayes, to predict the dropout because of poor performance in a student's first four 

semesters. The student academic data collected during the admission process of 

those students were used to train and test the models, which were assessed using 

a cross-validation technique. Experimental results show that the prediction of 

drop out student is improved, student performance is monitored when the data 

from the previous academic enrollment are added. 

 
Keywords: Data mining, education, drop out, student performance 

 

 

1 Introduction 

 
Data mining represents a significant computational advance in obtaining information 

from hidden relationships between variables. This discipline aims to extract useful 

knowledge from a high volume of data in which initially this knowledge is unknown, 

but when applying mining techniques, these relationships are discovered. The 

application of the technologies and tools of data mining in various educational contexts 

is known as Educational Data Mining (EDM) or data mining in education [1].  

The contributions of data mining in education have been used to increase 

understanding of the educational process, with the main objective of providing teachers 

and researchers with recommendations for the improvement of the teaching-learning 

process. By implementing data mining applications in education, teachers and 

administrators could organize educational resources in a more efficient way. 

The objective of the EDM is to apply data mining to traditional teaching systems – 

in particular to learning content management systems and intelligent web-based 

education systems. Each of these systems has different data sources for knowledge 

discovery. After the pre-processing of the data in each of these systems, the different 

techniques of data mining are applied: statistics and visualization, grouping and 

classification, association rules and data mining. 

The amount of academic information stored in the databases of educational 

institutions is very useful in the teaching and learning process; that is why nowadays 

there has been significant research interest in the analysis of the academic information. 

This research focus to apply data mining techniques to the academic records of the 

students that entered the academic periods between July 2010 and June 2014 through 

the construction of a mining model of descriptive data, which allows to create the 

different profiles of the admitted students with socioeconomic information. For the 

development of the research, the CRISP-DM methodology was used to structure the 

lifecycle of a data mining project in six phases, described in four levels, which interact 

with each other during the development of the research [2]. 
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This paper is organized as follows: Chapter 1 contains the background of the research 

and a review of the state of the art of data mining and the use of its techniques in the 

educational industry sector. In Chapter 2, the understanding of the data is made; in order 

to perform a preliminary exploration of the data. The preparation of these covers all the 

activities necessary for the construction of the final dataset, the selection of tables, 

records, and attributes. Chapters 3 focuses on the design and evaluation of a descriptive 

and classification model. Finally, in Chapter 4, the conclusions and future work are 

presented. 

 

2 Literature Review 

 
Data mining is widely used in many interdisciplinary fields [3], including in the 

education sector. There have been many research in data mining for education. Araque, 

Roldan and Salguero [4] conducted a study on the factors that affect the university 

dropout by developing a prediction model. This model could measure the risk of 

abandonment of a student with socioeconomic information and academic records, 

through the technique of decision tree and logistic regression, to quantify students at 

high risk of dropping out. 

Kotsiantis, Pierrakeas and Pintelas [5] present the study of a learning algorithm for 

the prediction of student desertion – i.e., when a student abandons studies. The 

background of their research is the large number of students who do not complete the 

course in universities that offer distance education. A large number of testing were 

carried out with the academic data, the algorithms of decision tree, neural network, 

Naive Bayes, logistic regression and support vector machines were compared to know 

the performance of the proposed system. The analysis of the results showed that the 

Naive Bayes algorithm is the most appropriate to predict the performance of students 

in a distance education system. 

Kuna, García and Villatoro [6], in their work "The discovery of knowledge obtained 

through the process of Induction of decision trees," used decision trees to model 

classifications of the data. One of the main results obtained was the characterization of 

students at high risk of abandoning their university studies. 

Kovacic [7] studied socioeconomic variables such as age, gender, ethnicity, 

disability, employment status and the distance study program. The objective of the 

research was to identify students at high risk of dropping out of school. Data mining 

techniques, decision trees and logistic regression were used in this research. 

Yadav, Bharadwaj and Pal [8] presented a data mining project to generate predictive 

models and identify students at high risk of dropping out taking into account student 

records at the first enrollment. The quality of the prediction models was examined with 

the algorithms ID3, C4.5 and ADT of the decision tree techniques. ADT machine 

learning algorithms can learn from predictive models with student data from previous 

years. With the same technique, Quadril and Kalyankar [9] presented the study of data 

mining to construct and evaluate a predictive model to determine the probability of 

desertion of a particular student; they used the decision tree technique to classify the 

students with the application of the algorithm C4.5. 

Zhang and Oussena [10] proposed the construction of a mining course management 

system based on data mining. Once the data was processed in the system, the authors 

identified the characteristics of students who did not succeed in the semester. In this 

research, support vector machine, Naive Bayes and decision tree were used. The highest 

precision in the classification was presented with the Naive Bayes algorithm, while the 

decision tree obtained one of the lowest values. 

The evaluation of the important attributes that may affect student performance could 

improve the quality of the higher education system [11, 12, 13]. Radaideh, Al-Sahwakf 

and Al-Najjar [14] presented a classification model by implementing ID3 and C4.5 

algorithms of the decision tree techniques and the Naive Bayes. The classification for 

the three algorithms is not very high, to generate a high quality classification model it 
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is necessary to add enough attributes. In the same study, Yudkselturk, Ozekes and Kilic 

[15] examined the prediction of dropout in online academic programs, in order to 

classify students who dropped out, three mining techniques were applied: decision tree, 

Naive Bayes and Neural network. These algorithms were trained and evaluated using a 

cross-validation technique. On the other hand, Pal [16] presented a data mining 

application to generate predictive models taking into account the records of the students 

of the first period. The decision tree is used for validation and training to find the best 

classifier to predict students who dropped out. 

Bhise, Thorat and Supekar [17] studied the evaluation factors of students to improve 

performance, using grouping technique through the analysis of the K-Means algorithm, 

to characterize the student population. Moreover, Erdogan and Timor [18] presented 

the relationship of university students between the entrance exams and the results of 

success. The study was carried out using algorithm techniques of group analysis and K-

Means. Bhardwaj and Bhardwaj [19] presented the application of data mining in the 

environment of engineering education, the relationship between the university and the 

results obtained by students, through the analysis of K-algorithm techniques. 

 

3 Data Analysis and Modeling 

 
This chapter focuses on the understanding of the data where visualization techniques 

are applied, such as histograms, in order to perform a preliminary exploration of the 

records and verify the quality of the data. Once the analysis is done, we proceed with 

the data preparation phase, which includes the tasks of selecting the data to which the 

modeling techniques will be applied for their respective analysis. 

The first task is collecting the initial data. The objective of this task is to obtain the 

data sources of the academic information system of the University. The first set of data 

grouped the socioeconomic information and the result of the admission tests (Language, 

English, Mathematics and Logic). The second set of data is made up of the academic 

and grading history obtained by the students: the academic year and period of the 

student's admission; the program in which he/she is enrolled; the student's academic 

situation (academic blocking due to low academic performance and no academic 

blocking); and number of academic credits registered, approved, lost, canceled and 

failed. The generated queries were made through the PostgreSQL database management 

system. A process of concatenation of the two data sets was performed, obtaining a flat 

file with 55 attributes and 1665 records of students admitted and enrolled in the systems 

and electronics engineering programs. 

The next task is data exploration. Exploratory analysis is a task that allows detailed 

analysis of some variables and identifying characteristics; for this, some of the 

visualization tools such as tables and graphs were used, with the purpose of describing 

the data mining objectives of the comprehension phase.  

The task of checking the quality of the data specifies a revision of the same as the 

lost or those that have missing values committed by coding errors. In this section, the 

quality of the data corresponding to the socioeconomic information of the admitted 

student is verified. 

The next task is data selection. In this task, the process of selecting the relevant 

data for the development of the data mining objectives is carried out. A first pre-

processing, for the final selection of the data, is the selection of attributes. It was 

obtained that there are 55 attributes or variables that contain values that may or may not 

contribute to the study; this is based on the exploration initial of the data and in the 

description of the fields defined in the variable dictionary. In the dataset selected for 

the modeling, no errors were found in the fields; differences in the selected records, the 

errors that were presented in some cases were missing, due to the fact that the 

processing was not adequate at the time of the typing such as email, residence address, 

telephone number, date of birth, type of blood, and ethnicity that are attributes 

considered not relevant to the case under study. 

To develop the model, the application RapidMiner was used for automatic learning 
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for analysis and data mining; this program allows the development of data analysis 

processes through the linking of operators through a graphic environment. For the 

implementation of the algorithm, the KMeans operator of the grouping and 

segmentation library using the Euclidean distance was used to evaluate the quality of 

the groups found. The algorithm is responsible for both numerical and categorical 

values. However, additional pre-processing was performed to normalize all the 

numerical attributes between 0 and 1 with the normalize operator. All attributes must 

have the same scale for a fair comparison between them. 

A grouping model was applied to the dataset for the characterization of the admitted 

students, create the different profiles of the students in the different groups found and 

determine what other factors define the separation of groups produced by the K-Means 

algorithm. 

Repeated interaction was performed to determine the value of K or the number of 

groups. The value of K varied from 2 to 14. The results were evaluated based on the 

quadratic error of each iteration; for the selection of the group number, the elbow 

method was used. 

 

 
Fig. 1. Selection of the Group number (K) for students admitted 

 

Figure 1 shows the iterations performed to find the value of k in the first dataset of the 

admitted students, the k with value of 5 was selected, where the SSE is equal to 7,954. 

The K-Means algorithm produced a model with five groups, from the description of 

these groups is expected to characterize the profiles of admitted students. Table 1 shows 

the distribution of the number of records and the percentage of each of the resulting 

groups. Group 2 and 4 group the largest number of records, on the contrary, the lowest 

percentage of records are in group 1. 

 
Table 1. Distribution of the registration number in the application of the K-Means algorithm 

 

 Group 0 Group 1 Group 2 Group 3 Group 4 

The 

Number of 

Record 

317 130 418 389 409 

Percentage 19% 8% 25% 23% 25% 

 

The model was necessary to “de-normalize” it, to put each one of the values of the 

variables in their original ranges. The analysis of the model was made with the 

socioeconomic information and the results of the admission tests; then, an analysis was 

made about the academic situation of the students who in each group had academic 

block with four enrollments. 

Table 2 shows the distribution of the number of records in each of the groups in 

the first four semesters or academic enrollments. Groups 2 and 3 are characterized by 

grouping the largest number of records with 28% in each group. In group 0, on the other 

hand, there is the smallest number of records with 6%. 47% of the registers are students 

of the first semester, 21% present second enrollment, 19% with third enrollment and 

13% of the remaining registers have four academic enrollments. 
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Table 2. Distribution of the number of students with four enrollments 

 
No of Groups Enrollment 1 Enrollment 2 Enrollment 3 Enrollment 4 Total 

Group 0 32 13 11 10 66 
Group 1 127 63 47 29 266 

Group 2 178 58 72 23 331 

Group 3 160 90 48 41 339 
Group 4 66 32 45 52 195 

Number of Records 563 256 223 155 1197 

Percentage 47% 21% 19% 13% 100% 

 
 

Table 3. Distribution of the number of students with four enrollments 

 

No. of 

groups 

Enrollment 1 Enrollment 2 Enrollment 3 Enrollment 4 

No 

Block 

Block 

Acad. 

No 

Block 

Block 

Acad. 

No 

Block 

Block 

Acad. 

No 

Block 

Block 

Acad. 

Group 0 23 26 18 2 14 3 15 0 

Group 1 17 30 13 11 15 2 9 2 

Group 2 43 11 15 3 22 0 7 0 

Group 3 22 26 21 6 14 0 11 1 

Group 4 16 17 12 5 23 0 26 1 

 

Table 3 shows in each group the academic status of the students in the first four 

enrollments. Group 1 is characterized by grouping the highest percentage of students 

with academic block, in contrast to group 2 where you can see the lowest percentage of 

students with academic block. The group 0 is characterized by good performance in the 

admission tests, grouped 26% of students with blocking in the first enrollment, 2% in 

the second and 3% in the third enrollment. Group 1 groups the students with the lowest 

performance of the admission tests similar to group 2. 30% of the students present 

blocking in the first enrollment, 11% in the second and 2% are in the third and fourth 

enrollment. 

Group 2 is characterized by grouping the students with the lowest performance of the 

admission tests and the least number of students with blocks. 11% of the students have 

a block in the first enrollment and 3% in the second enrollment. Group 3 is characterized 

by grouping the students with good performance in the admission tests similar to group 

0.26% of students present blockage in the first enrollment, 6% with two and 1% with 

four enrollments. Finally, group 4 is characterized by grouping the smallest number of 

students with blocks. 17% of students with a registration have a block, 5% correspond 

to students with two enrollments and 1% with four enrollments. 

 

4 Result and Analysis 

 
In this section, two models of data mining to analyze the academic and non-academic 

data of the students are presented. The models used two classification techniques, 

decision tree and Naïve Bayes, in order to predict the loss of academic status due to low 

academic performance in their study. The historical academic records and the data 

collected during the admission process were used to train the models, which were 

evaluated using cross-validation. 

 
Table 4. Registration number and academic blocks per academic period 

Academic 

Condition 

Academic Period 

2010-

1 

2010-

2 

2011-

1 

2011-

2 

2012-

1 

2012-

2 

2013-

1 

2013-

2 

2014-

1 

2014-

2 

No Block 115 145 137 119 100 146 131 151 110 166 

Acad. Block 70 32 49 30 31 22 25 35 27 23 

Total Record 185 177 186 149 131 168 156 186 137 189 
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Table 4 presents the total number of registrations or students with first enrollment or 

enrollment and number of students with academic block due to underperformance. 

Table 5 shows the number of students with academic block in each period or enrollment. 

The largest number of students with academic block is presented in the first enrollment. 

The second, third and fourth enrollment shows a decrease in the number of students 

with blocks. In the 2010-01 entry period, the highest number of students with academic 

blocks was presented in each academic enrollment. 

 
Table 5. Academic block by entry period or first enrollment 

 

Income 

Period 

Academic Block 

2010-

1 

2010-

2 

2011-

1 

2011-

2 

2012-

1 

2012-

2 

2013-

1 

2013-

2 

2014-

1 

2014-

2 

2010-1 40 15 7 5 0 1 2 0 0 0 

2010-2   28 0 0 3 0 0 0 0 0 

2011-1     39 6 2 2 0 0 0 0 

2011-2       22 8 0 0 0 0 0 

2012-1         20 11 0 0 0 0 

2012-2           14 8 0 0 0 

2013-1             15 10 0 0 

2013-2               28 7 0 

2014-1                 26 1 

2014-2                   23 

 

The classification model proposed in this research uses the socioeconomic information. 

The classification model uses two widely used techniques, decision trees and a 

Bayesian classifier. The reason for selecting these algorithms is their great simplicity 

and interpretability. 

The decision tree is the first technique used to classify the data; this algorithm 

generates a recursive decision tree when considering the criterion of the highest 

proportion of information gain – that is, it chooses the attribute that best classifies the 

data. It is a technique where an instance is classified following the path of conditions, 

from the root to a leaf, which will correspond to a labeled class. A decision tree can 

easily be converted into a set of classification rules. The most representative algorithm 

is C4.5, which handles both categorical and continuous attributes. It generates a 

decision tree recursively when considering the criterion of the highest proportion of 

information gain. The root node will be the attribute whose gain is maximum. 

Algorithm C4.5 uses pessimistic pruning to eliminate unnecessary branches in the 

decision tree and to improve classification accuracy. 

The second technique to be considered for the construction of the model is a 

Bayesian classifier. It is one of the most effective classification models. Bayesian 

classifiers are based on Bayesian networks; these are models probabilistic graphs that 

allow modeling in a simple and precise way the underlying probability distribution to a 

data set. Bayesian networks are graphic representations of dependency and 

independence relationships between the variables present in the data set that facilitate 

the understanding and interpretability of the model. Numerous algorithms have been 

proposed to estimate these probabilities. Naive Bayes is one of the practical learning 

algorithms most used for its simplicity, resistance to noise, short time for processing 

and high predictive power. 

Different models were trained and tested to predict if a student will be blocked in a 

particular enrollment. The first model analyzed the loss of academic status based on 

socioeconomic information and the results of the tests collected during the admission 

process. The second model was analyzed with the initial information of the enrollment 

process and the academic records of the first four registrations. Table 6 describes the 

number of registrations in the first four enrollments with academic status (No Block 
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and Academic Block). 

 
Table 6. Academic situation in the first four enrollments 

 

Academic Situation Enrollment 1 Enrollment 2 Enrollment 3 Enrollment 4 

No Block 309 190 214 145 

Acad. Block 255 66 9 10 

Total Record 564 256 223 155 

 

For the design of the model, the RapidMiner application was used; this is a program for 

automatic learning and data mining process, through a modular concept, which allows 

the design of learning models using chain operators for various problems. For the 

validation of the classification model Stratified Sampling stratified sampling technique 

was used. The operator to partition the data set called split data; this operator creates 

partition to the dataset in subsets according to the defined size and the selected 

technique. For the implementation of the decision tree algorithm, the Decision Tree 

operator and the Bayesian algorithm Naive Bayes were used. Table 7 shows the number 

of records in the first four enrollment, 80% of the records were taken as training set and 

10-fold cross-validation and 20% of the sample was used as a test set. 

 
Table 7. Test, Training and Validation dataset 

 
Number of 

Enrollment 

Total 

Record 

Training and Validation Data 80% Test Data 20% 

No Block Acad. Block No Block Acad. Block 

Enrollment 1 564 247 204 62 51 

Enrollment 1 256 152 53 38 13 

Enrollment 1 223 171 7 43 2 

Enrollment 1 155 116 8 29 2 

 

To estimate the performance of the model, the X-Validation operator was used. 

This operator allows to define the process of cross-validation with 10-fold on the input 

data set to evaluate the learning algorithm. The performance of the model was measured 

with the operator Performance Binomial Classification. This operator presents the 

performance results of the algorithm in terms of accuracy, precision, recall, error and 

ROC curve. To analyze the errors generated from a classification model, the confusion 

matrix is used. It is a visualization tool that is used in supervised learning. Each column 

of the matrix represents the number of predictions of each class, while each row 

represents the instances in the real class. 

The following measurements are calculated during the experiment: accuracy, 

classification error, exhaustiveness (Recall), Precision, f_measure, Specificity, 

Sensitivity, False Negative rate, False Positive Rate and Area under the Curve (AUC). 

In this stage, different models were trained and tested to classify students with academic 

block in the first four academic enrollments; using the socio-economic information. For 

the configuration of the experiments, we used cross-validation with 10-fold to train the 

models and the evaluation of the model we used the test dataset. The performance of 

the model was evaluated with 80% of the training and validation data, 20% of the 

sample was used as a test set. In the decision tree technique with training and validation 

data, the tree depth was varied from 1 to 20; the lowest classification error was found 

in depth 3, where the error begins to show some stability in each of the four academic 

periods. Finally, the training and validation models were evaluated with the test dataset. 

 

Table 8 presents the results of the pre-condition model of the loss of the academic 

condition with training and validation data, comparing the different classification 

techniques in terms of the different performance parameters. 

 
Table 8. Prediction model of the loss of academic condition with the Training and Validation dataset 
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Prediction Decision Tree Naïve Bayes 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Measure-F 0 0 30.77% 0 53.41% 38.51% 

Precision 0 0 33.33% 0.00% 56.27% 44.17% 
Exhaustive 0.00% 0.00% 28.57% 0.00% 51.45% 36.00% 

Accuracy 54.76% 74.14% 94.93% 92.76% 59.43% 69.81% 

Error 45.24% 25.86% 5.07% 7.24% 40.57% 30.19% 
Curve (AUC) 0.5 0.5 0 0 0.608 0.63 

Kappa 0.0 0.0 0.282 -0.015 0.177 0.19 

Specificity 100% 100% 97.61% 99.23% 66.02% 81.65% 
Sensitivity 0.00% 0.00% 28.57% 0.00% 51.45% 36.00% 

False Positive 0% 0% 2% 1% 19% 14% 
False 

Negative 

45% 26% 3% 6% 22% 17% 

 
 

Analyzing the results of the training and validation dataset with the admission 

information of the admission process, it is observed how the Bayesian classifier 

presents the best accuracy of academic block records that were correctly classified. In 

the third, enrollment increased by 7% with respect to the decision tree. Similarly, after 

by reviewing the area under the curve (AUC), the decision tree in the first and second 

enrollment shows a poor performance below 0.5. The Naive Bayes algorithm presents 

the highest percentage of cases with no academic blockade that were classified 

incorrectly with academic block. The decision tree presents the highest proportion of 

class with academic block that were classified incorrectly with no academic block. 

Table 9 presents the results of the model of the pre-condition of the loss of the academic 

condition with the admission information of the admission process and the academic 

record of the previous semester with the data of training and validation, the different 

classification techniques are compared in terms of different performance parameters. 

 
Table 9. Prediction model of the loss of the academic condition using the Training and Validation data 

 
Prediction Decision Tree Naïve Bayes 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Measure-F 74.42% 0 11.11% 71.00% 41.67% 40.00% 
Precision 66.40% 0.00 10.00% 60.75% 29.41% 33.33% 

Exhaustive 86.67% 0.00% 12.50% 87.00% 71.43% 50.00% 

Accuracy 84.45% 94.31% 87.05% 81.02% 92.06% 90.19% 
Error 15.55% 5.69% 12.95% 18.98% 25.86% 9.81% 

Curve (AUC) 0.851 0 0 0.912 0 0 

Kappa 0.637 -0.224 0.042 0.578 0.295 0.350 
Specificity 83.58% 98.20% 92.12% 78.90% 92.93% 92.94% 

Sensitivity 86.67% 0.00% 12.50% 87.00% 71.43% 50.00% 

False Positive 13% 2% 7% 16% 7% 6% 
False 

Negative 

1% 4% 6% 3% 1% 3% 

 

Analyzing the results of the training and validation dataset, we observe how the decision 

tree increased its level of accuracy in the second and fourth enrollment. The Bayesian 

classifier increased the accuracy of records with academic blocks that were correctly 

classified. Similarly, by reviewing the area under the curve (AUC), both algorithms in 

the second enrollment have a good performance above 0.7. 

 

Table 10 presents the results of the model of pre-condition of the loss of the academic 

condition with the admission information of the admission process and the academic 

record of the previous semester with the test data; the different classification techniques 

are compared in terms of performance parameters. 
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Table 10. Prediction model of the loss of academic condition using the test data 

 
Prediction Decision Tree Naïve Bayes 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Enrollment 

2 

Enrollment 

3 

Enrollment 

4 

Measure-F 74.29% 0 0 70.27% 0% 0% 

Precision 59.09% 0.00% 0.00% 54.17% 0.00% 0.00% 

Exhaustive 100% 0.00% 0.00% 100% 0.00% 0.00% 
Accuracy 17.65% 4.44% 6.45% 21.57% 6.67% 9.68% 

Error 82.35% 95.56% 93.55% 78.43% 93.33% 90.32% 

Curve (AUC) 0.882 0.500 0.534 0.913 0.907 0.828 
Kappa 0.622 0.00 0.000 0.556 -0.031 -0.045 

Specificity 76.32% 100% 100% 71.05% 97.67% 96.55% 

Sensitivity 100% 0.00% 0.00% 100% 0.00% 0.00% 
False Positive 18% 0% 0% 22% 2% 6% 

False Negative 0% 4% 6% 0% 4% 3% 

 

Analyzing the results of the test dataset, we observe how the decision tree presents the 

highest number of predictions with academic blocking that were correctly classified in 

the second enrollment. Likewise, by reviewing the area under the curve (AUC), the 

Naive Bayes algorithm presents a good performance with an area greater than 0.9 in 

comparison to with the algorithm of the decision tree. 

 

5 Conclusion 
 

In recent years, there has been great interest in data analysis in educational institutions, 

in which high volumes of data are generated, given the new techniques and tools that 

allow an understanding of the data. For this research, a set of data was compiled from 

the database of the ‘X’ University with socioeconomic information and the academic 

record of the previous enrollment, for the training and validation of the descriptive and 

predictive models. 

The objective of the application of the K-Means algorithm of the descriptive model 

was to analyze the student population of the university to identify similar characteristics 

among the groups. It was interesting to establish that some initial socio-economic 

characteristics allowed to define some profiles or groups. In the evaluation of the model, 

it was observed that the student's socioeconomic information affects the results of their 

academic performance, showing that the groups with the highest academic performance 

in the knowledge test results were found in the schools with low socioeconomic status. 

The classification model presented in this paper analyzed the socioeconomic 

information and the academic record of the student’s previous enrollment. The decision 

tree algorithm with the test data presented a better performance with the addition of the 

academic record of the previous semester compared to the Naive Bayes algorithm. The 

analysis of the data could show that there are different types of performance according 

to the student's socioeconomic profile and academic record, demonstrating that it is 

feasible to make predictions and that this research can be a very useful tool for decision 

making. 

This research can be used for decision making, by the permanency and graduation 

program of the University and can be used as a starting point for future data mining 

research in education. Another important recommendation is that to improve the 

performance of the model, other sources of data should be integrated, such as the   

information of the student who is registered as a senior in high school in the Senior 

High School, before entering the university. 
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SCOPE

The series "Advances in Intelligent Systems and Computing" contains publications on theory, applications, and design methods of Inte
Systems and Intelligent Computing. Virtually all disciplines such as engineering, natural sciences, computer and information science, IC
economics, business, e-commerce, environment, healthcare, life science are covered. The list of topics spans all the areas of modern
intelligent systems and computing such as: computational intelligence, soft computing including neural networks, fuzzy systems, evolu
computing and the fusion of these paradigms, social intelligence, ambient intelligence, computational neuroscience, artificial life, virtua
worlds and society, cognitive science and systems, Perception and Vision, DNA and immune based systems, self-organizing and adapt
systems, e-Learning and teaching, human-centered and human-centric computing, recommender systems, intelligent control, robotics 
mechatronics including human-machine teaming, knowledge-based paradigms, learning paradigms, machine ethics, intelligent data an
knowledge management, intelligent agents, intelligent decision making and support, intelligent network security, trust management,
interactive entertainment, Web intelligence and multimedia.
The publications within "Advances in Intelligent Systems and Computing" a
primarily proceedings of important conferences, symposia and congresses. They cover significant recent developments in the field, bo
foundational and applicable character. An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.
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based on the idea that 'all citations are not created
equal'. SJR is a measure of scientific influence of
journals that accounts for both the number of citations
received by a journal and the importance or prestige of
the journals where such citations come from
It
measures the scientific influence of the average article
in a journal it expresses how central to the global

and non citable documents.

Year Documents
2005 1
2006 4
2008 19
2010 87

Citations per document

This indicator counts the number of citations received
by documents from a journal and divides them by the
total number of documents published in that journal.
The chart shows the evolution of the average number
of times documents published in a journal in the past
two, three and four years have been cited in the current
year. The two years line is equivalent to journal impact
factor ™ (Thomson Reuters) metric.

Cites per document Year Value
Cites / Doc. (4 years) 2005 0.000
Cites / Doc. (4 years) 2006 0.000
Cites / Doc. (4 years) 2008 0.000
Cites / Doc. (4 years) 2010 0.000
Cites / Doc. (4 years) 2012 0.283
Cites / Doc. (4 years) 2013 0.345
Cites / Doc. (4 years) 2014 0.410
Cites / Doc. (4 years) 2015 0.392
Cites / Doc. (4 years) 2016 0.431
Cites / Doc. (4 years) 2017 0.425

Total Cites  Self-Cites

Evolution of the total number of citations and journal's
self-citations received by a journal's published
documents during the three previous years.
Journal Self-citation is defined as the number of
citation from a journal citing article to articles
published by the same journal.

Cites Year Value
S lf Cit 2005 0

External Cites per Doc  Cites per Doc

Evolution of the number of total citation per document
and external citation per document (i.e. journal self-
citations removed) received by a journal's published
documents during the three previous years.
External
citations are calculated by subtracting the number of
self-citations from the total number of citations
received by the journal’s documents.

Cit Y V l

% International Collaboration

International Collaboration accounts for the articles
that have been produced by researchers from several
countries. The chart shows the ratio of a journal's
documents signed by researchers from more than one
country; that is including more than one country
address.

Year International Collaboration
2005 0 00

Citable documents  Non-citable documents

Not every article in a journal is considered primary
research and therefore "citable", this chart shows the
ratio of a journal's articles including substantial
research (research articles, conference papers and
reviews) in three year windows vs. those documents
other than research articles, reviews and conference
papers.

D t Y V l

Cited documents  Uncited documents

Ratio of a journal's items, grouped in three years
windows, that have been cited at least once vs. those
not cited during the following year.

Documents Year Value
Uncited documents 2005 0
Uncited documents 2006 1
Uncited documents 2008 5
Uncited documents 2010 19
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