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Welcome Message from the General Chair  

On behalf of the Organizing Committee, it is our greatest honor to welcome you to The 4th  
Technology Innovation Management and Engineering Science International Conference (TIMES-iCON2017), 
hosted at Grad Mercure Fortune Hotel, Bangkok Thailand, 11th -13th December 2019. TIMES-iCON2019 is 
organized by the Association of Thai Digital Industries (ATDI) and Information Technology Management Program 
of Faculty of Engineering at Mahidol University. The TIMES-iCON2019 features a world-class conference 
that brings together researchers and practitioners in the field of management, innovation technology and 
information technology for the societal digital economy. TIMES-iCON2019 provides an opportunity for 
academic and industry professionals to present and discuss the various issues and latest research progress 
in the area related to the smart technology and digital economy such as technology and innovation 
management approaching to digital economy era, innovation management, information technology management, 
digital economy, data science, big data, smart engineering technology, corporate management, social 
management, education management, and healthcare informatics. 

We would like to express our sincere gratitude to everyone involved in making the conference a 
success. Many thanks go to advisory board members, the organizing committees, the keynote speaker, the 
program committee and reviewers, the session chairs, the conference participants, and of course, to all the 
contributing authors who will be sharing the innovation and novelty of their high quality research. 

We wish our best wishes for an awesome staying in Bangkok! 

Assistant Professor Supaporn Kiattisin, PhD 

TIMES-iCON2019 General Chair 
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Message from Secretary  

Technology Innovation Management and Engineering Science International Conference (TIMES-iCON), 
which is an annual international conference, will be the most comprehensive conference focused on 
management, innovation technology and information technology covering the research areas of the digital 
economy, digital society, digital healthcare, digital organization, digital country, digital government and digital 
transformation and other related fields. In this year, the TIMES-iCON 2019 is the 4th international conference 
held in Bangkok, Thailand, on December 11th – 13th, 2019, at Fortune Mercure Hotel.  

As this is the second year, I would like to thank the IEEE Thailand Section who is the main 
supporter for an inclusion in the IEEE database i.e. “All accepted papers are expected to be included in 
IEEE Xplore and indexed by EI.” I also would like to thank The Association of Thai Digital Industries (ATDI) 
for the financial sponsor, IT management (Faculty of Engineering, Mahidol University) for the patron, and the 
networking universities e.g. Graduate School of Commerce, Burapha University; Faculty of Engineering, 
Srinakharinwirot University; Mahasarakham Business School, Mahasarakham University; College of Arts, Media 
and Technology, Chiang Mai University; Faculty of Commerce and Management, Print of Songkla University, 
for their supporters. 

This year program consists of 65 technical papers selected with peered review from 90 submissions. 
The 65 technical papers are selected from 15 countries such as Bangladesh, Czech Republic, India, Indonesia, 
Japan, Malaysia, Nigeria, Pakistan, P.R. China, Russia, Singapore, South Korea, United Kingdom, USA and 
Thailand. The TIMES-iCON 2019 technical programs lasting for three day from December 11th – 13th, 2019 
is divided into 2 parallel sessions for 13 Tracks. I would like to specially thank our technical program 
committees and reviewers for their dedicated work in the entire process of reviewing and selecting the papers 
in the final program.  

Finally, I would like to thank the authors, attendees and session chairs for your continued support 
of the TIMES-iCON 2019 conference. I hope all of you enjoy the excellent conference program at the 
TIMES-iCON 2019. 

Associate Professor Adisorn Leelasantitham, PhD 

TIMES-iCON2019 Secretary
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Abstract— An enterprise that has implemented virtualization 

can consolidate multiple servers into fewer host servers and get 
the benefits of reduced space, power, and administrative 
requirements. Sharing their hosts’ operating system resources, 
containerization significantly reduces workloads, and is known as 
a lightweight virtualization. Kubernetes is commonly used to 
automatically deploy and scale application containers. The 
scalability of these application containers can be applied to 
Kubernetes with several supporting parameters. It is expected 
that the exploitation of scalability will improve performance and 
server response time to users without reducing server utility 
capabilities. This research focuses on applying the scalability in 
Kubernetes and evaluating its performance on overcoming the 
increasing number of concurrent users accessing academic data. 
This research employed 3 computers: one computer as the 
master node and two others as worker nodes. Simulations are 
performed by an application that generates multiple user 
behaviors accessing various microservice URLs. Two scenarios 
were designed to evaluate the CPU load on single and multiple 
servers.  

On multiple servers, the server scalability was enabled to 
serve the user requests. Implementation of scalability to the 
containers (on multiple servers) reduces the CPU usage pod due 
to the distribution of loads to containers that are scattered in 
many workers. Besides CPU load, this research also measured 
the server’s response time in responding user requests. Response 
time on multiple servers takes longer time than that on single 
server due to the overhead delay of scaling containers. 

Keywords—server scalability; kubernetes; microservice 

I.  INTRODUCTION  

In recent years, information technology plays a strategic 
role to excel the business processes. This role attains the 
enterprise’s competitive edge in the market. Information 
technology is used in many aspects of business to support a 
well-groomed enterprise [1]. Complex resource requirements 
of enterprise services and needs to serve for peak demands are 
reasons for using high-capacity physical servers. Therefore, 
multicore processors are found implemented in many physical 
servers. As server processing power and capacity increase, 
bare-metal applications are not able to exploit the new 
abundance in resources. Multicore processors have enough 
abilities to do a variety kind of processes simultaneously, but 
only several applications at this time can exploit this capability. 
Therefore, server utilization is typically low, which incurs high 
investments and high operational cost. A previous study 
estimated that the utilization of servers in a typical company 
was around 15-20 percent [2]. Currently, server consolidation 
emerges as the way to eliminate unnecessary costs and increase 
the return on investment in the data center. Although, server 

consolidation yields an improved server resources usage, it 
needs complex configurations on data, application and 
network. Consolidation does not mean cramming as many 
applications into the server as one can find or afford. This 
effort will bring more problems than it solves. The aim of 
consolidation is to create a group of systems so that they can be 
managed and maintained more easily and efficiently. This 
condition causes the requirement of an expert user to deal with 
the issue. To reduce this complexity, enterprises use the 
virtualization technology to simplify the detailed server 
resources from users while optimizing resource sharing.  

Virtualization enables one single server to function as 
multiple “virtual machines”, with each virtual machine able to 
operate in a different environment. Virtualization is based on 
the computer architecture and provides functionality of a 
physical server. As a result, an enterprise that has implemented 
virtualization can consolidate multiple servers into fewer host 
servers and get the benefits of reduced space, power and 
administrative requirements. Virtualization can increase IT 
flexibility and scalability while creating significant cost 
savings. It can serve greater workload mobility and improve 
performance and availability of resources; those are the 
advantages that make IT administration easier to manage and 
operate [3]. 

As a virtual machine has its own operating system, it has a 
benefit that the application running on it has access to full 
resource which the operating system can provide. However, a 
virtual machine utilizes a lot of system resources, since the 
virtual machine starts not just a full copy of an operating 
system but a copy of the whole hardware that the operating 
system runs on. That’s why virtual machine is called as 
heavyweight virtualization [4]. Another type of virtualization is 
host-level virtualization and known as container. This 
virtualization sits on top of a physical server with one operating 
system installed to support several independent systems. 
Containerization wraps the application code together with the 
related configuration files, libraries, and all the dependencies 
required for it to run. This wrap of application or container is 
abstracted away from the host operating system; thus, it 
becomes portable and standalone. The wrap runs like in the 
sandbox – able to run across any platform [5].  

By sharing its host’s operating system resources, this 
system significantly reduces workloads, and known as a 
lightweight virtualization [6]. The size of the container is 
usually measured in tens of megabytes and it only takes 1–2 
seconds to provision one. When the application workload is 
increasing, new containers can be created and deployed fast. 
Workload of application that runs on a container can be 
monitored using a system called Kubernetes [7]. Kubernetes is 



an open-source platform to manage containerized applications, 
including managing workloads and services [8]. Kubernetes is 
designed to automate deploying, scaling, and operating 
containerized applications. With the scalability feature of 
Kubernetes technology, the container automation process can 
be implemented according to the number of concurrent users 
accessing it. The scalability process of this container can be 
applied to Kubernetes with several supporting parameters. It is 
expected that the exploitation of scalability will improve 
performance and server response time to users without 
reducing server utility capabilities. 

This research focuses on applying the scalability in 
Kubernetes and evaluation its performance on overcoming the 
increasing number of concurrent users accessing academic 
data. 

II. RESEARCH METHOD 

In the previous study, Emiliano Casalicchio and Vanessa 
Perciballi [9] explained how containers in Kubernetes are used 
to manage scalability using relative and absolute metrics. 
Relative metrics comprises values which are based on data 
collected from virtual systems / groups using tools such as 
docker stats or cAdvisor. For example, in docker, the relative 
CPU utilization is used to measure the percentage usage of 
total capacity. Whereas absolute metrics are collected from the 
file system using standard monitoring tools such as mpstat or 
sar.  Fig. 1 shows absolute and relative metric. 

 

Fig. 1. Architecture of auto scaling in Kubernetes with absolute and relative 
metrics [9] 

For example, Kubernetes makes it possible to create and 
use units called pods. The method used is called KHPA 
(Kubernetes Horizontal Pods Auto-scaling), implemented in 
Kubernetes based on a control loop with a period of τ = 30 
seconds. KHPA takes the target input as a percentage of the 
requested CPU, and the output is the pods target number (P). 
The algorithm collects the pod relative CPU utilization which 
is measured by cAdvisor every second and saves it into U 
vector. The KHPA algorithm also includes the possibility to 
determine the minimum and maximum number of pods, and 
allows to postpone the allocation / deallocation of resources to 
avoid the effects of instability. By comparing the KHPA usage, 

previous research proposed a new autoscaling algorithm based 
on absolute metric scaling decisions. Performance comparisons 
showed that the usage of absolute metrics makes it possible to 
properly control application response times and keep them 
below a specified threshold, e.g., in the range of 85–90% for 
high-powered servers with absolute CPU utilization. 

This research applied academic services in the university as 
the case to test the scalability server. In the current services, the 
large number of simultaneous accesses may cause a slowdown 
to the single server resulting in connection timeouts. 
Implementing Kubernetes will provide an alternative route for 
users accessing the server. This research employed 3 
computers: one computer as the master node and two others as 
worker nodes. Simulations are performed by an application that 
generates multiple user behaviors accessing various 
microservice URLs. The master node is set to manage 
microservice workers, each of which will have several 
containers later. Fig. 2 presents the system architecture. 

 

Fig. 2. System architecture 

Kubernetes is the most popular container orchestration tool 
available and is maintained by one of the fastest-growing open-
source communities. The Kubernetes project originated within 
Google, a long-time user of a massive number of containers. 
To manage these containers well, they need to develop a 
system for container orchestration. Kubernetes combines the 
lessons that Google learned from years of container usage into 
a single tool with an array of features that make container 
orchestration simple and adaptable to the wide variety of use 
cases in the technology industry. Since it became open source 
in July 2015, the capabilities of Kubernetes have continued to 
grow [10]. Activities required in this research include 



Kubernetes initialization, script creation in microservices, 
scalability implementation in Kubernetes, and testing.  

Kubernetes initialization process was carried out on masters 
and workers with containers inside. The Kubernetes masters 
(or controllers) are machines (virtual or physical) that run the 
API server, controller manager, and scheduler components of 
the Kubernetes cluster. The Kubernetes workers (or nodes) are 
machines (virtual or physical) that run the kubelet component 
of the Kubernetes cluster. The workers are the resources on 
which Kubernetes schedules containers (or pods). 

In general, the software application has three main 
components which are user interface, application logic, and 
data access. In a monolithic model, all three components are 
merged in one large system. They are dependent on each other 
and deployed together. A monolithic application has one huge 
program code where all components (user interface, backend 
job, application logic) get attached one another. Although 
monolithic applications are preferred in certain circumstances, 
there are many problems with them. Microservice is a way to 
create independent applications. It divides the existing 
monolithic service into smaller parts (services) where they are 
mutually independent and have different functions [11]. Fig. 3 
contrasts the monolithic and microservice architectures. 

 

 

Fig. 3. Monolithic vs Microservice archicture [11] 

In creating microservices, REST will be used as the API for 
every microservice. The academic process is divided into 
multiple services, realized into GET, POST, PUT, and 
DELETE operations on resources.  

Next step is configuring scalability in Kubernetes. The 
horizontal pod auto-scaling settings contain the CPU usage 
percentage as well as the minimum and maximum numbers of 
pods to determine the replica container that will be created as 
needed. CPU load limit and memory load will be set for every 
microservice pod. When the number of user requests exceeds 
the CPU load limit, a pod replica will automatically be created. 
On the other hand, when the number of user requests is below 
the CPU load limit, then Kubernetes will automatically scale 
down the number of pods. 

III. RESULT 

The benefits of server virtualization are the result of a 
reduction in the total number of systems and associated 
recurring costs (rack space, cooling, power, peripherals, etc.) 
As virtualization consolidates the existing infrastructure, server 

capabilities are more strategic in view of the goal of integrating 
infrastructure [12]. 

The evaluation performance metrics of microservices 
include the number of concurrent users and the response time 
of single and multiple servers. The evaluated simulation was 
conducted in two scenarios. The first scenario was simulating 
the user access to microservices in single server and multiple 
servers (scalability). The testing was performed on three 
microservices which are 2 GET services and 1 POST service, 
associated with an academic process in the university. The 
second scenario was simulating the user access with a scripted 
behavior, which requires 2 GET services, 7 POST services, 1 
DELETE service and 1 PUT process. User accesses were 
generated to make simultaneous and continuous requests until 
the CPU load exceeded the specified target (i.e., above 80%). 

A. First Scenario 

The scenario was conducted by simulating user accesses to 
single and multiple servers (i.e., implementing the scalability). 
Tests were carried out by running 8000 user requests and 
measuring CPU usage pod on a single server and multiple 
servers. Table 1 presents the test result. 

TABLE I.  COMPARING CPU USAGE POD IN SINGLE AND MULTIPLE 
SERVERS (SCENARIO I) 

Task Microservice 
CPU Usage Pod  
(in millicores) 

on Single Server 

CPU Usage Pod  
(in millicores) 

on Multiple Servers 

1 
GET-1 622.00 230.00 
GET-2 584.00 217.00 
POST 550.00 273.00 

2 
GET-1 609.00 267.00 
GET-2 570.00 247.00 
POST 609.00 311.00 

3 
GET-1 645.00 213.00 
GET-2 632.00 237.00 
POST 544.00 208.00 

Average
GET-1 625.33 236.66 
GET-2 595.33 233.66 
POST 567.66 264.00 

B. Second Scenario 

The second scenario was using a scripted behavior to 
simulate user requests to the server. The script simulated 150 
users accessing various microservices with a total of 150 × 11 
= 1,650 requests. Table 2 shows the comparison of CPU usage 
pod in single and multiple servers (using scalability). The result 
shows that CPU usage pod on multiple servers is lower than 
that on single server. 

TABLE II.  COMPARING CPU USAGE POD IN SINGLE AND MULTIPLE 
SERVERS (SCENARIO II) 

Task 
CPU Usage Pod  
(in millicores) 

on Single Server 

CPU Usage Pod 
(in millicores) 

on Multiple Server
1 576.00 209.00 
2 526.00 369.00 
3 498.00 333.00 

Average 533.33 303.66 



C. Evaluating the Response Time 

In addition to measuring CPU usage pod on single server 
and multiple servers, evaluation on response time was also 
carried out. There was a difference in response time between 
deployments on a single server and on multiple servers. Due to 
CPU and memory limitation on the client’s device, sometimes 
this limitation caused a long time delay. When the CPU load 
exceeded the specified target, the process of deploying 
containers also took time so that it affected the response time. 

TABLE III.  RESPONSE TIME ON SINGLE AND MULTIPLE SERVERS 

Response Time (ms) 
Single Server  

(no scalability) 
Multiple Servers 
(with scalability) 

Get data (first task)  00:00:44 00:01:07 
Get data (second task) 00:00:40 00:01:06 

 

IV. CONCLUSION 

Virtualization using containers enables much flexibility for 
capacity management in a server. In this research, we had 
conducted two scenarios to evaluate the CPU load on single 
and multiple servers. On multiple servers, the server scalability 
was enabled to serve the user requests. Implementation of 
scalability to the containers (on multiple servers) reduces the 
CPU usage pod due to the distribution of loads to containers 
that are scattered in many workers. 

Besides the CPU load, this research also measured the 
server’s response time in responding user requests. Response 
time on multiple servers takes longer time than that on single 
server due to the overhead delay of scaling containers. 
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