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Abstract 

Cloud computing is a term used nowadays. Cloud computing usage is already spread all over the world and used by 
many companies. Because of its high usage, a need for cloud storage now emerges. Cloud storage not only uses 
resources more effectively but also makes it much easier to utilize a virtual machine. Several alternative protocols can 
be implemented for cloud storage, and each protocol has its advantages. This research aims to determine the most 
suitable alternative protocol to implement OpenStack cinder in utilizing cloud storage. Cloud computing implementation 
is done in a computer laboratory at Petra Christian University using the private cloud. A NAS Synology DS416J was 
used as the storage provider. The application built by using the OpenStack cloud framework that provides Infrastructure 
as a Service (IaaS). OpenStack cinder is one of the OpenStack projects that offer cloud storage with persistent storage. 
OpenStack Cinder itself can be implemented using fiber channel, NFS, and iSCSI protocols, but this research primarily 
focuses on two protocols, namely NFS and iSCSI. NFS and iSCSI have their respective advantages, so testing is 
needed to determine the most suitable protocol to be implemented on OpenStack cinder. After implementation, testing 
was carried out by measuring the performance of the NFS and iSCSI protocols when applied on OpenStack cinder 
using IO-zone. Based on the results, it can be seen where NFS has the advantage when writing files with a small record 
size, whereas iSCSI has the advantage when writing files with a large record size; however, in reading activity, there 
is no noticeable difference between the NFS and iSCSI protocols. By taking into account the results of testing and 
analysis of the systems that have been made, the conclusion is that the iSCSI protocol is better to be implemented on 
OpenStack cinder than NFS. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer-review under responsibility of the scientific committee of the Third International Conference on Computing and Network 
Communications (CoCoNet’19) 
  

 

 
* Corresponding author. Tel.: +0-000-000-0000 ; fax: +0-000-000-0000 . 

E-mail address: author@institute.xxx  



2 Author name / Procedia Computer Science 00 (2019) 000–000 

 
 
Keywords: Cloud computing, iSCSI, NFS, OpenStack, OpenStack cinder, Persistent Storage 

1. Introduction 

In this modern era, technology is developing rapidly. Many individuals or companies that are not making an effort 
to keep up with this technological development will risk becoming outdated. It is because current technology offers a 
lot of convenience and efficiency in many ways, both for work and everyday life. One of the techniques provided 
today is the use of cloud computing. 

Cloud computing provides a set of computational resources consisting of applications, computing, storage, 
networking, development, deployment platforms, and business processes. Cloud computing transforms traditional 
computing assets into resources that can be used together to expedite a task via computer processes [1]. 

Cloud itself has different models based on its need. There are two main models in cloud implementation, namely 
public and private [2]. Public cloud is commonly used by companies or organizations that want to save time because 
they do not need to manage, maintain and update the data center used for the cloud, while private cloud is chosen 
because of its security and ease in moving and analyzing data. 

To manage this data storage, OpenStack Block Storage (Cinder) is used. OpenStack Cinder is OpenStack's block 
storage project that can be easily obtained because it is the open-source [3]. It manages data storage by using volumes 
that are shared with VM instances. Cinder's advantages are the persistent function of block storage and volume 
snapshots that are provided so that if the VM (virtual machine) is removed, then the data that has been saved will not 
be lost [4]. 

Several protocols can be used for OpenStack Cinder, including the Internet Small Computer Systems Interface 
(iSCSI), Network File System (NFS), and Fiber Channel. The protocols, iSCSI, and NFS, are the focus of this research, 
to find the most suitable protocol to be implemented on OpenStack Cinder.  

2. Theoretical Basis 

OpenStack is an open-source cloud platform with an active community; it is highly supported by commercial cloud 
providers such as Rackspace, Canonical, DreamHost, and HP Cloud; OpenStack is also often used for research [5]. 

OpenStack involves an open-source tool (known as a project) that uses pools of resources to create and manage 
private and public clouds. These projects handle the core of cloud computing services, including computing, 
networking, storage, identity, and image service, that can be used with many optional projects to form a single cloud 
[6]. 

OpenStack provides the module software needed to build a cloud platform. Even though OpenStack previously 
focused on delivering Infrastructure as a Service (IaaS) such as Amazon Web Services (AWS), several new projects 
have been introduced, which will enable capabilities of being more associated with Platform as a Service (PaaS) [7]. 

OpenStack project, Keystone, provides client authentication APIs, service discovery, and distributed multi-tenant 
authorization by implementing the OpenStack Identity API [8]. Keystone is needed as a means of authenticating all 
OpenStack services. 

OpenStack project, Glance, provides a service where users can upload and find images that need to be used for 
virtual machines. Glance involves discovering, registering, and retrieving the virtual machine image. Glance further 
has a RESTful API that queries the virtual machine image metadata and first image retrieval [8]. 

OpenStack project, Nova, provides compute instances. Nova supports the creation of virtual machines, bare-metal 
servers (if using OpenStack project ironic), and has limited support for system containers. Nova runs as a set daemon 
on an existing Linux server to provide this service. 

OpenStack project, Neutron, provides "network connectivity as a service" between device interfaces managed by 
other OpenStack services (for example, Nova). It is done by implementing the Neutron API. Neutron prepares a 
network that will be used by a virtual machine. 
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OpenStack project, Horizon, is an implementation for the OpenStack dashboard, which provides a web-based user 
interface for OpenStack services including Nova, Swift, Keystone, etc. [1,3,8] 

OpenStack project, Cinder, offers persistent block storage to guest virtual machines (VMs). Block storage is often 
necessary for expandable file systems and applications that require access to raw block-level storage. Cinder manages 
the creation of volume, attachment to servers, and detachment from servers. Cinder application programming interface 
(API) also facilitates snapshot management, which can back up volumes of block storage [4]. 

Persistent storage is provided on OpenStack workload via a Cinder block storage component. The life cycle of 
Cinder volumes is maintained independently by computing instances, and volumes can be attached to or detached 
from compute instances to provide a backing store for file system based storage [7]. 

Some of the features provided by Cinder are volume management, snapshot management, attach or detach volumes 
from instances, cloning volumes, creating volumes from snapshots, as well as copying images to another volume and 
vice versa [9]. Other programs required for the proper functioning of all OpenStack services are NTP, MariaDB, 
RabbitMQ, and Memcached. 

NTP stands for Network Time Protocol (NTP) and is an internet protocol that is used to synchronize the clock of a 
computer to a time reference. NTP is an internet standard protocol initially developed by Professor David L. Mills of 
the University of Delaware [10]. NTP is needed as a means of synchronizing time for server and client computers. 

MariaDB Server is one of the most popular database servers in the world [11]. MariaDB is created by the MySQL 
developer and is guaranteed to remain open source. The well-known users are Wikipedia, WordPress.com, and 
Google. MariaDB is needed to provide a database for OpenStack services. 

RabbitMQ is a messaging broker or an intermediary for messaging [12]. It gives the application a platform for 
sending and receiving messages and provides a place for the message until the message has been received. RabbitMQ 
is used by OpenStack services to communicate with each other. 

Memcached is an open-source, high performance distributed memory object caching system, intended to speed up 
dynamic web applications by reducing database load. Memcached is an in-memory key-value that stores data (strings, 
objects), which is the result of database calls, API calls, or page rendering [13].  

2.1. Network File System 

Network file system (NFS) is network abstraction over a file system that allows a remote client to access it through 
a network using a method similar to a local file system. Although not a system that first appeared, NFS continues to 
evolve until it became widely used as a network file system on UNIX. NFS allows the sharing of a file system, which 
is common among many users and provides the advantage of data centralizing to minimize the storage needed [14]. 

2.2. iSCSI (Internet Small Computer System Interface) 

Internet Small Computer Systems Interface (iSCSI) is a TCP / IP based protocol for sending SCSI commands over 
IP based networks. The iSCSI structure can continue to be developed over local LANs and used on WANs or even 
the internet. Internet SCSI treats external volume as an internal hard disk [15]. 

2.3. Previous Work 

Previous research discussed the implementation of OpenStack Swift to optimize the use of Storage Resources [2]. 
The storage media used is the remaining storage in each client. However, there is a slight problem when there is a 
damaged client. The system will be a little disturbed, even though it will quickly recover. In the present study, 
OpenStack will be implemented but using NAS (Network Access Storage) as a centralized storage media, using 
OpenStack Cinder as a platform. 

2.4. Similar Research 

To understand what must be done when testing the NFS and iSCSI protocols, a review of the study in Hashimoto's 
research entitled Comparing Filesystem Performance in Virtual Machines was conducted [16]. Testing was done using 
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the IOzone benchmark filesystem. According to Hashimoto's research, NFS read performance is very good for files 
with small record sizes. Hashimoto suspected that NFS was doing a read ahead and using the cache to get the best 
performance. As for the reason the virtual machine can perform better than its physical host, Hashimoto suspects that 
the hypervisor has buffered it to read from the virtual machine. In the test results for write, it is concluded that the 
NFS performance was terrible due to network limitations. 

3. Research Methodology 

In this research, the steps taken are as follows: 
Install and configure OpenStack on the controller node, Installing and configuring OpenStack on the compute node. 

Configuring Network Attached Storage (NAS) as part of the NFS and iSCSI protocol implementation and NFS and 
iSCSI protocol configuration on the controller node. 

After the preparation of the controller node, compute node, and storage, the system is tested using the IOzone tool 
[17–19]. Then the results of the IOzone test will be compared to find the most optimal protocol performance. 

3.1. System Design 

The system design consists of a controller node and four computers as compute nodes. The controller node that 
acts as the OpenStack server uses the OpenStack projects Keystone (identity), Glance (image), Nova (compute), 
Neutron (network), Horizon (dashboard) and Cinder (block storage). On the compute node, the OpenStack project 
Nova is used. 

To store the virtual machine (VM) data that is run on the compute node and use the data again, OpenStack project 
Cinder is needed because of persistent storage it provides. The data is stored on external storage, namely Network 
Attached Storage. For this research, the controller node is made so that it can only be accessed through the local 
network. The system and network design can be seen in Fig. 1. 

 

 

Fig. 1. System and Network Design 

3.1.1. Controller Node 
The first step is to install an operating system on the controller node. The operating system used is Ubuntu server 

16.04 LTS 64 bit. Then the controller node is connected with the Pike version of OpenStack projects, namely the 
OpenStack project Keystone, Glance, Nova, Neutron, Horizon, and Cinder. The controller node is also installed with 
MariaDB, RabbitMQ, and Memcached as the pre-requirements of OpenStack version Pike. Besides, the Network 
Time Protocol (NTP) also needs to be installed as a means of synchronizing time. NTP needs to be installed on the 
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controller node. It will provide a time synchronization tool for all compute nodes that exist on the system so that all 
nodes in the network report at the same time. 

It is mandatory to install a database to store data for all services that are run by OpenStack. The MariaDB 
installation needs to be done on the controller node. MariaDB itself is an open source-based relational database 
management system (RDBMS) that is recommended when using OpenStack. 

RabbitMQ installation needs to be done on the controller node. RabbitMQ provides a means for all OpenStack 
service components to communicate with each other. All OpenStack services running on RabbitMQ will act as a guest. 
Memcached installation is done on the controller node. Memcached functions to speed up access to external data (e.g., 
databases and APIs) by using a distributed memory object caching system. 

A keystone installation is performed on the controller node. Keystone serves to store user, service, and endpoint 
data of all other OpenStack projects and also as an authenticator for all OpenStack services. Besides, Keystone acts 
as a user with administrative access rights and also has an administrator role. All other OpenStack services must have 
a user, service, and endpoint registered with Keystone so that the service can be used. 

Glance installation is performed on the controller node. Glance functions to provide a particular directory for 
storing images that are used for the virtual machine. Glance also requires a database in MariaDB along with an account 
with admin rights on that database. 

Nova installation is done on the controller node. Nova functions to provide a compute instance. Nova also needs a 
database in MariaDB along with an account with admin rights on the database. Neutron installation is performed on 
the controller node. Neutrons function to prepare virtual networks for virtual machines that will be run later. 

Horizon installation is done on the controller node. Horizon serves to provide a web-based user interface for 
OpenStack services, especially Nova, including selecting flavors and running virtual machines. Cinder installation is 
done on the controller node. Cinder serves to provide volume services to end-users, namely virtual machines, through 
OpenStack Nova. 

3.1.2. Compute Node 
The first step is to install an operating system on the compute node. The operating system used is Ubuntu server 

16.04 LTS 64 bit. Compute nodes use four computers in a multimedia laboratory, namely compute1, compute2, 
compute3, and compute4. Next, the compute node is installed with the Pike version of OpenStack, which is needed to 
do computing, namely the OpenStack project Nova. Network Time Protocol (NTP) is also established as a means of 
synchronizing time. NTP needs to be installed on the compute node. It will synchronize the compute node time with 
the controller node time, so there is no problem regarding timestamp difference. Nova installation is performed on the 
compute node. Nova on the compute node functions so that users can launch virtual machines using the compute 
service provided. 

3.2. Network Design 

For the preparation of this research, a router is used and has a network IP address of 192.168.11.0, subnet mask 
255.255.255.0, default gateway 192.168.11.1, DNS server 203.189.120.4; it does not require a proxy to access the 
internet. The plan is for the network to be used for server and client computers in the multimedia laboratory on 
192.168.11.0/24 and the network will be used for VM instances using the IP range 192.168.11.200/24 - 
192.168.11.254/24 through a multimedia laboratory router so that the network made for this study will not collide 
with the existing network. 

The computers are arranged using static IP with the first computer starting at number 6 using 192.168.11.6. The 
second computer is number 7, using 192.168.11.7 and so on. The network design that has been planned to be used by 
the controller node compute node, NAS Synology virtual machine and storage can be seen in Fig. 1. 

3.3. Testing Design 

Test using the IOzone tool to find out what protocols are more optimal for use on OpenStack Cinder. The 
parameters to be tested are read performance (bandwidth) and write performance (bandwidth). 
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The selection of RAID that will be used based on the results of reading and write performance tests that have been 
done will be selected based on the best performance results so that the analyzed data flow is not affected by other 
factors. 

4. Result and Discussion 

This test is done to compare the performance of the NFS and iSCSI protocols. All testing of the NFS and iSCSI 
protocols is done on the virtual machine. In Fig. 2 and 3, there is a graph of testing results from NFS, namely, write 
and read performance using the IOzone benchmark. 

In Fig. 2, it can be seen where the throughput speed drops dramatically when the file size is 524288 Kbyte and 
continues to decrease, this may be caused by the limitations of the ext4 filesystem and constraints on the processor 
used by the virtual machine.  

 

 

Fig. 2. NFS Write Performance 

In Fig. 3, it can be seen where the read throughput in the virtual machine is higher than that done directly on the 
physical computer. It might occur because of the buffering activity carried out by the hypervisor. 
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Fig. 3. NDS Read Performance 

Furthermore, in Fig. 4 and 5, there is a graph of testing results from iSCSI, namely, write and read performance 
using the IOzone benchmark. 

In Fig. 4. it can be seen where the throughput speed drops dramatically when the file size is 524288 Kbyte and 
continues to decrease; this may be due to the limitations of the ext4 filesystem and constraints on the processor used 
by the virtual machine. 

 

Fig. 4. iSCSI Write Performance 
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In Fig. 5, it can be seen where the read throughput in the virtual machine is higher than that done directly on the 
physical computer. It might occur because of the buffering activity carried out by the hypervisor. 

 

 

Fig. 5. iSCSI Read Performance 

 
Based on the throughput generated by the NFS and iSCSI protocols, the iSCSI protocol has better throughput than 

the NFS protocol, both from performance when doing write and read activities. Therefore, it is concluded that iSCSI 
is a better protocol to implement on Open-Stack cinder than NFS because the iSCSI protocol is faster than NFS. 

5. Conclusion 

From the research, outcomes can be as follows: 
NFS has the advantage when writing files that have a small record size, while iSCSI has the power when writing 

files that have a significant record size. In reading, there is no noticeable difference between NFS and iSCSI. Overall, 
the process of both write and read iSCSI has a small advantage in its throughput, so that iSCSI is a better protocol to 
implement on OpenStack Cinder than NFS. 

The best configuration to implement is to use a configuration file that has been provided by OpenStack. NFS and 
iSCSI protocol configurations on the client-side can be done directly on the Cinder configuration file, so there is no 
need to configure the computer manually. The setting of the NFS and iSCSI protocols on the server-side is done 
directly on Synology NAS storage because the Synology NAS system can accept NFS configuration and make iSCSI 
LUN and iSCSI its targets. 
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