Intellmentﬁustems

PUTTING INTO PRACTICE

VOLUME 36, NUMBER 6 NOVEMBER/DECEMBER 2021

Argumentation Systems

EARS
;@ COMPUTER

SOCIETY
www.computer.org/intelligent



NOVEMBER/DECEMBER 2021
Feature Articles 3 -‘ 3 Z 3

MDA: Multimodal Data Learning Embeddings Adversarial Path

Augmentation Framework Based on Global Sampling for
for Boosting Performance Structural Similarity ~ Recommender
on Sentiment/Emotion iNn Heterogeneous Systems
Classification Tasks Networks Rui Ding, Bowei Chen,

Nan Xu, Wenji Mao, Penghui Wei, Wanting Wen, Daniel D. Zeng, Guibing Guo, and

and Daniel Zeng Jie Bai, Kang Zhao, and Zigiang Lig Xiaochun Yang



Feature Articles Continued

32 Embedding-Augmented Generalized Matrix Factorization
for Recommendation With Implicit Feedback
Lei Feng, Hongxin Wei, Qingyu Guo, Zhuoyi Lin, and Bo An

42 Intelligent Rack-Level Cooling Management in Data Centers
With Active Ventilation Tiles: A Deep Reinforcement
Learning Approach

Jianxiong Wan, Jie Zhou, and Xiang Gui

55 Tensor Factorization-Based Prediction With an Application
to Estimate the Risk of Chronic Diseases

Haolin Wang, Qingpeng Zhang, Frank Youhua Chen, Eman Yee Man Leung,
Eliza Lai Yi Wong, and Eng Kiong Yeoh

62 Transformer-Based Models for Automatic Identification
of Argument Relations: A Cross-Domain Evaluation
Ramon Ruiz-Dolz, Jose Alemany, Stella M. Heras Barbera, and Ana Garcia-Fornes

/| Attention-Enhanced Gradual Machine Learning for
Entity Resolution
Ping Zhong, Zhanhuai Li, Qun Chen, and Boyi Hou
80 Incremental Computation in Dynamic Argumentation Frameworks
Gianvincenzo Alfano, Sergio Greco, and Francesco Parisi

87 SecureBoost: A Lossless Federated Learning Framework

Kewei Cheng, Tao Fan, Yilun Jin, Yang Liu, Tianjian Chen, Dimitrios Papadopoulos,
and Qiang Yang

Columns and Departments
Affective Computing and Sentiment Analysis

99 Combining Sentiment Lexicons and Content-Based Features
for Depression Detection
Raymond Chiong, Gregorious Satia Budhi, and Sandeep Dhakal

Also in this Issue
C2 Masthead

C3 Computer Society Information

Credit:
Image licensed by
Ingram Publishing

www.computer.org/intelligent

ISSN 1541-1672


BAU-AMELIA
Highlight


Intelligent

www.computer.org/intelligent

2 aystems

Editor in Chief
V.S. Subrahmanian, Northwestern University, USA
Editor in Chief Emeritus

Daniel Zeng, University of Arizona, USA

Associate Editor in Chief

Bo An, Nanyang Technological University, China
Longbing Cao, University of Technology, Sydney, Australia

Editorial Board

Ahmed Abbasi, University of Notre Dame, USA

Lorenzo Cavallaro, Kings College, U.K.

Yu Deng, IBM Research, USA

Ajay Divakaran, SRI International, USA

Juergen Dix, Clausthal University of Technology, Germany
David Doermann, State University of New York — Buffalo, USA
Zoran Duric, George Mason University, USA

Jennifer Golbeck, University of Maryland, USA

Dongwon Lee, National Science Foundation, USA

Qiudan Li, Chinese Academy of Sciences, China

Sean Luke, George Mason University, USA

Wenji Mao, Chinese Academy of Sciences, China

Daniel Neill, New York University, USA

Natasha Noy, Google, USA

Raymond Perrault, SRI International, USA

Aditya Prakash, Georgia Institute of Technology, USA
Andrea Pugliese, University of Calabria, Italy

David Skillicorn, Queen’s University and Royal Military College

Al and Government: Prithviraj (Raj) Dasgupta,
raj.dasgupta@nrl.navy.mil

Al and Health: Daniel Neill, neill@cs.cmu.edu
Cyber-Physical-Social Systems: Liuging Yang,
liugingyang.ieee@gmail.com

Human-Centered Computing: Jennifer Golbeck,
golbeck@cs.umd.edu

Intelligent Transportation Systems: Rosaldo J. F. Rossetti,
rossetti@fe.up.pt

Internet of Things: Amit Sheth, amit@knoesis.org
Web Science: Elena Simperl, E.Simperl@soton.ac.uk

CS MAGAZINE OPERATIONS COMMITTEE

Diomidis Spinellis (Chair), Lorena Barba, Irena Bojanova,
Shu-Ching Chen, Gerardo Con Diaz, Lizy K. John,

Marc Langheinrich, Torsten Moller, Ipek Ozkaya, George Pallis,
Sean Peisert, VS Subrahmanian, Jeff Voas

CS PUBLICATIONS BOARD

David Ebert (VP for Publications), Elena Ferrari, Hui Lei,

Timothy Pinkston, Antonio Rubio Sola, Diomidis Spinellis,

Tao Xie, Ex Officio Members: Sarah Malik (Secretary), Forrest Shull
(CS President), Melissa Russell (CS Executive Director),

Robin Baldwin (Publisher)

IEEE INTELLIGENT SYSTEMS STAFF

Journals Production Manager: Erin Pacino, e.pacino@ieee.org
Cover Design: Janet Dudar

Peer Review Administrator: isystems@computer.org
Publications Staff Editor: Cathy Martin

Publications Operations Project Specialist: Christine Anthony

Compliance Manager: Jennifer Carruth
Publications Portfolio Manager: Carrie Clark
Publisher: Robin Baldwin

Executive Director: Melissa Russell

of Canada, Canada

Manuela Veloso, Carnegie Mellon University, USA
Hui Xiong, Rutgers University, USA

Junping Zhang, Fudan University, China C 2Ct S L
Hai Zhuge, Chinese Academy of Sciences, China Senior Advertising Coordinator: Debbie Sims
Chenggqing Zong, National Laboratory of Pattern Recognition, Publications Coordinator: intelligent@computer.org
China IEEE PUBLISHING OPERATIONS

Advisory Board

James Hendler (chair), Rensselaer Polytechnic Institute, USA
Fei-Yue Wang, University of Arizona, USA
Daniel Zeng, University of Arizona, USA

Department Editors

Affective Computing and Sentiment Analysis: Erik Cambria,
cambria@ntu.edu.sg

Al and Education: Judy Kay, judy.kay@sydney.edu.au

Al and Game Theory: Michael Wooldridge, mjw@liverpool.ac.uk

Senior Director, Publishing Operations: Dawn Melley
Director, Editorial Services: Kevin Lisankie

Director, Production Services: Peter M. Tuohy

Associate Director, Editorial Services: Jeffrey E. Cichocki
Associate Director, Information Conversion and Editorial
Support: Neelam Khinvasara

Senior Art Director, Magazines: Janet Dudar

COMPUTER SOCIETY OFFICE

10662 Los Vaqueros Circle, Los Alamitos, CA 90720 USA
Phone +1714 821 8380; Fax +1714 8214010

Editorial: : Unless otherwise stated, bylined articles, as well as product and service descriptions, reflect the author’s or firm's opinion.
Inclusion in IEEE Intelligent Systems does not necessarily constitute endorsement by IEEE or the IEEE Computer Society. All submissions
are subject to editing for style, clarity, and length. IEEE prohibits discrimination, harassment, and bullying. For more information, visit
www.ieee.org/web/aboutus/whatis/policies/ p9-26.html. Circulation: IEEE Intelligent Systems (ISSN 1541-1672 is published bimonthly by the
IEEE Computer Society. IEEE Headquarters, Three Park Ave., 17th Floor, New York, NY 10016; IEEE Computer Society Publications Office, 10662
Los Vaqueros Cir., Los Alamitos, CA 90720, phone +1714 821 8380; IEEE Computer Society Headquarters, 2001 L St., Ste. 700, Washington,
D.C., 20036. Subscribe to IEEE Intelligent Systems by visiting www.computer.org/intelligent-sytems. Reuse Rights and Reprint Permissions:
Educational or personal use of this material is permitted without fee, provided such use: 1) is not made for profit; 2) includes this notice and a
full citation to the original work on the first page of the copy; and 3) does not imply IEEE endorsement of any third-party products or services.
Authors and their companies are permitted to post the accepted version of IEEE-copyrighted material on their own web servers without
permission, provided that the IEEE copyright notice and a full citation to the original work appear on the first screen of the posted copy. An
accepted manuscript is a version that has been revised by the author to incorporate review suggestions, but not the published version with
copy-editing, proofreading and formatting added by IEEE. For more information, please go to: http://www.ieee.org/publications_standards/
publications/rights/paperversionpolicy.html. Permission to reprint/ republish this material for commercial, advertising, or promotional
purposesorforcreating new collective works forresale orredistribution must be obtained from IEEE by writing to the IEEE Intellectual Property
Rights Office, 445 Hoes Lane, Piscataway, NJ 08854 or pubspermissions@ieee.org. Copyright © 2021 IEEE. All rights reserved. Abstracting
and Library Use: Abstracting is permitted with credit to the source. Libraries are permitted to photocopy for private use of patrons, provided
the per-copy fee indicated in the code at the bottom of the first page is paid through the Copyright Clearance Center, 222 Rosewood
Dr., Danvers, MA 01923. Postmaster: Send undelivered copies and address changes to IEEE Intelligent Systems, 445 Hoes Ln., Piscataway,
NJ 08855. Periodicals postage paid at New York, NY, and at additional mailing offices. Canadian GST #125634188. Canada Post Corporation
(Canadian distribution) publications mail agreement number 40013885. Return undeliverable Canadian addresses to PO Box 122, Niagara
Falls, ON L2E 6S8 Canada. Printed in the USA.

www.computer.org/intelligent



10/21/25, 2:10 PM |IEEE Intelligent Systems
SJR

SJ R Scimago Journal & Country Rank

Home Journal Rankings Journal Value Country Rankings Viz Tools Help About Us

IEEE Intelligent Systems

COUNTRY SUBJECT AREA AND CATEGORY PUBLISHER SJR 2024
United States Computer Science Institute of Electrical and Electronics 1 326
. . . . .
Artificial Intelligence Engineers Inc.

— Universities and research Computer Networks and

1111
Communications Institute of Electrical and
Electronics Engineers, USA in H-INDEX

== institutions in United States

Scimago Institutions Rankings

;. Media Ranking in United States

. 145
PUBLICATION TYPE ISSN COVERAGE INFORMATION
Journals 15411672 2001-2025 Homepage
How to publish in this journal
vs@dartmouth.edu
SCOPE

IEEE Intelligent Systems serves users, managers, developers, researchers, and purchasers who are interested in intelligent systems and artificial intelligence,
with particular emphasis on applications. Typically they are degreed professionals, with backgrounds in engineering, hard science, or business. The
publication emphasizes current practice and experience, together with promising new ideas that are likely to be used in the near future. Sample topic areas for
feature articles include knowledge-based systems, intelligent software agents, natural-language processing, technologies for knowledge management,
machine learning, data mining, adaptive and intelligent robotics, knowledge-intensive processing on the Web, and social issues relevant to intelligent systems.
Also encouraged are application features, covering practice at one or more companies or laboratories; full-length product stories (which require refereeing by
at least three reviewers); tutorials; surveys; and case studies. Often issues are theme-based and collect articles around a contemporary topic under the
auspices of a Guest Editor working with the EIC.

QQ Join the conversation about this journal

X Quartiles

https://www.scimagojr.com/journalsearch.php?q=110111&tip=sid&clean=0 1/4


https://www.scimagojr.com/
https://www.scimagojr.com/
https://www.scimagojr.com/
https://www.scimagojr.com/
https://www.scimagojr.com/index.php
https://www.scimagojr.com/journalrank.php
https://www.scimagojr.com/journalvalue.php
https://www.scimagojr.com/countryrank.php
https://www.scimagojr.com/viztools.php
https://www.scimagojr.com/help.php
https://www.scimagojr.com/aboutus.php
https://www.scimagojr.com/journalrank.php?country=US
https://www.scimagojr.com/journalrank.php?area=1700
https://www.scimagojr.com/journalsearch.php?q=Institute%20of%20Electrical%20and%20Electronics%20Engineers%20Inc.&tip=pub
https://www.scimagojr.com/journalsearch.php?q=Institute%20of%20Electrical%20and%20Electronics%20Engineers%20Inc.&tip=pub
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=9670
https://mc.manuscriptcentral.com/is-cs
mailto:vs@dartmouth.edu
https://www.scimagoir.com/rankings.php?country=USA
https://www.scimagomedia.com/rankings.php?country=United%20States
https://www.scimagojr.com/journalrank.php?category=1702
https://www.scimagojr.com/journalrank.php?category=1705
https://www.scimagojr.com/journalrank.php?category=1705
https://www.scimagoir.com/institution.php?idp=59524
https://www.scimagojr.com/
https://www.scimagoir.com/
https://www.scimagomedia.com/
https://www.scimagoiber.com/
https://www.scimagorc.com/
https://www.graphica.app/
https://www.scimagoepi.com/
https://www.scimagolab.com/
https://www.scimagolab.com/

10/21/25, 2:10 PM

FIND SIMILAR JOURNALS @

ACM Transactions on
Intelligent Systems and

57%

® SR

Jisuanji Xuebao/Chinese
Journal of Computers

51%

AN

1999 2002 2005 2008 2011 2014 2017 2020 2023

© Total Cites @ Self-Cites

1.8k

900

0

1999 2003 2007 2011

@ % International Collaboration

60
40
20
1999 2003

2007 2011

© % Female Authors

36
27
18
1999 2003

2007 2011

@ Estimated APC

4k

3.5k

3k

2.5k
1999 2003

2007 2011

2015

2015

2015

2015

2019

2019

2019

2019

2023

AN

2023

AN

2023

2023

|IEEE Intelligent Systems

Journal of Frontiers of
Computer Science and

50%

@ Total Documents ﬁ B3]
400
200

0

1999 2003 2007 2011 2015 2019 2023

© External Cites per Doc @ Cites per Doc ﬁ BB
8
4 /——\/\—/\/\/\

1999 2002 2005 2008 2011 2014 2017 2020 2023

© citable documents @ Non-citable documents N

500
) h
0

1999 2003 2007 2011 2015 2019 2023
@ Documents cited by public policy (Overton) N
10
5
0 AN\/\
1999 2003 2007 2011 2015 2019 2023
@ Estimated financial value \f‘\ B8
3M
2M
™
0
1999 2003 2007 2011 2015 2019 2023

https://www.scimagojr.com/journalsearch.php?q=110111&tip=sid&clean=0

Knowledge and Information ACMC

Systems

49%

Citations per document

10

1999 2003 2007 2011 2015 2019 2023

Cites / Doc. (4 years)
@ Cites/ Doc. (3 years)
@ Cites/ Doc. (2 years)

AN

@ cited documents @ Uncited documents

500

250

0

1999 2003 2007 2011 2015

2019

2023

AN

@ Documents related to SDGs (UN)

15

10

2018 2019 2020 2021 2022 2023 2024

« Show this widget in

IEEE Intelligent Systems ¢
your own website

Artificial

Q‘I Intelligence

best quartile

Just copy the code below
and paste within your html

code:
5|R 2024

L]
1. 33 ‘ <a href: ps://www.scimag

powered by scimagojr.com

2/4


https://www.scimagojr.com/journalsearch.php?q=19700190323&tip=sid&clean=0
https://www.scimagojr.com/journalsearch.php?q=26131&tip=sid&clean=0
https://www.scimagojr.com/journalsearch.php?q=21101088821&tip=sid&clean=0
https://www.scimagojr.com/journalsearch.php?q=15703&tip=sid&clean=0
https://www.scimagojr.com/journalsearch.php?q=23038&tip=sid&clean=0

Source details

CiteScore 2024

IEEE Intelligent Systems 13.6

Formerly known as: IEEE Intelligent Systems and Their Applications

Years currently covered by Scopus: from 2001 to 2025

Publisher: IEEE SJR 2024

ISSN: 1541-1672 1.326

Subject area: (Computer Science: Computer Networks and Communicotions) (Computer Science: Artificial Intelligence)

Source type: Journal SNIP 2024
View all documents » Set document alert [ save to source list )

CiteScore  CiteScore rank & trend ~ Scopus content coverage

CiteScore 2024 M CiteScoreTracker 2025 ©
3,278 Citations 2021 - 2024 2,189 Citations to date
3 ‘ 6 241 Documents 2021 - 2024 10'7 ) 205 Documents to date
Calculated on 05 May, 2025 Last updated on 05 October, 2025 » Updated monthly

CiteScore rank 2024 @

Category Rank Percentile

14

Computer Science

Computer #27/507 94th

Networks and

Communications

Computer Science

Artificial #46/450 89th

Intelligence v

View CiteScore methodology >  CiteScore FAQ >  Add CiteScore to your site ¢


https://www.scopus.com/sourceid/26668
https://www.scopus.com/sourceid/26668
https://www.scopus.com/source/citedby.uri?sourceId=110111&docType=ar,re,cp,dp,ch&citedYear=2025,2024,2023,2022&years=2025,2024,2023,2022&pubstageExclusions=aip
https://www.scopus.com/source/search/docType.uri?sourceId=110111&years=2025,2024,2023,2022&docType=ar,re,cp,dp,ch&pubstageExclusions=aip
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED

EDITOR: Erik Cambria, Nanyang Technological University, 639798, Singapore

DEPARTMENT: AFFECTIVE COMPUTING AND SENTIMENT ANALYSIS

Combining Sentiment Lexicons and
Content-Based Features for Depression
Detection

Raymond Chiong i Gregorious Satia Budhi, and Sandeep Dhakal, The University of Newcastle, Callaghan, NSW,

2308, Australia

Numerous studies on mental depression have found that tweets posted by users
with major depressive disorder could be utilized for depression detection. The
potential of sentiment analysis for detecting depression through an analysis of
social media messages has brought increasing attention to this field. In this article,
we propose 90 unique features as input to a machine learning classifier framework
for detecting depression using social media texts. Derived from a combination of
feature extraction approaches using sentiment lexicons and textual contents, these
features are able to provide impressive results in terms of depression detection.
While the performance of different feature groups varied, the combination of all
features resulted in accuracies greater than 96% for all standard single classifiers,
and the best accuracy of over 98% with Gradient Boosting, an ensemble classifier.

There is a general agreement in the relevant liter-
ature that social media platforms, by allowing
people to express their feelings or share their
ideas and thoughts more freely, have become a vital
source for monitoring health issues and trends."?
Posts on platforms, such as Twitter and Facebook,
enable researchers to investigate multiple patterns of
human behavior and their psychology.?

Several studies on mental depression—a medical ill-
ness with symptoms such as persistent sadness, loss of
interest, and an inability to carry out normal activities*—
have found that tweets posted by users with major
depressive disorder could be utilized to predict the possi-
bility of future episodes of depression in those users.>
Sentiment analysis, which is an automatic and system-
atic process of detecting the sentiment or emotional
tone of a given text, has been identified by various stud-
ies as a potential mechanism for detecting signs of
depressive disorder.’®"? Sentiment analysis has previ-
ously been successfully applied to predict the sentiment
or emotional tone behind social media messages, online

1541-1672 © 2021 IEEE
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reviews or any other types of text messages.”>'® In addi-
tion to the detection algorithm applied, the performance
of sentiment analysis is also significantly influenced by
the features selected.” "

Therefore, in this study, we propose 90 unique fea-
tures, through a combination of feature extraction using
sentiment lexicons and content-based features from the
social media messages themselves. Two sentiment lexi-
cons, namely SentiWordNet?° and SenticNet,?' are used
for feature extraction. Similarly, the content-based fea-
tures utilized for depression detection are formulated
from the characteristics of the Twitter message content
(e.g., the number of words, sentences, questions, excla-
mations), part-of-speech (POS) tags, linguistic traits, and
readability scores. The combined features are then used
as input for several machine learning models trained
using publicly labeled depression/nondepression data-
sets comprising of tweets.® Results of our extensive
experiments confirm the effectiveness of these features
for depression detection.

The rest of this article is organized as follows. The
following two sections discuss the datasets used and
the design of the input features; next, we provide
details about our framework and the measurements
used; then, experimental results and discussions are
presented; finally, we conclude the article and high-
light future research directions.

|IEEE Intelligent Systems
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TABLE 1. Datasets used in this study.

Dataset Records

Total Depression Nondepression
Shenet al. 11,877 54.67% 45.33%
Eye 10,314 22.44% 77.56%

Both are labeled and comprised of Twitter posts.

Two depression datasets, comprising of Twitter posts
that have been labeled as either “Depression” or “Non-
depression,” were used for all the experiments in this
study (see Table 1). These datasets were used to train
and test the proposed featuring approach for several
machine learning models using tenfold cross-valida-
tion. The first dataset, by Shen et al.,® was constructed
with the restriction that a record would be labeled as
“Depression” only if its anchor tweets satisfied the
strict pattern “(I'm/l was/I am/I've been) diagnosed
with depression”; the record would be labeled as “Non-
depression” if the user had never posted any tweet
containing the character string “depress.” Eye's data-
set,? on the other hand, is less restrictive and was built
by seeking the word “depression” in the tweets. Any
tweet containing the word “depression” was labeled
as "Depression,” and “Nondepression” otherwise. Eye's
dataset is highly imbalanced; depression class records
account for only 22% of the total records.

The input features in this study have been defined
based on two sentiment lexicons: SentiWordNet® and
SenticNet.?' These input features are categorized into
three groups, namely Groups A, B, and C (see Table 2).
Group A consists of nine features created using Senti-
WordNet, whereas Group B consists of the same fea-
tures extracted using SenticNet. Group C includes
four features that were directly extracted using some
sentiment values in SenticNet and represent the total
introspection, temper, attitude, and sensitivity values
of the terms in the text. The features from SenticNet
have been split into Groups B and C to facilitate a
fairer comparison of the effectiveness of the two lexi-
cons for depression detection. Since SenticNet has
four additional features, the initial comparison is first
conducted using Groups A and B (same nine features),
following which the effect of the additional features in
SenticNet (Group C) is investigated.

To improve detection, another 68 features have
been defined based on our previous study®? (see

Table 2). These features were extracted based on the
characteristics of the tweets and are categorized into
four groups (D, E, F, and G) as follows. The features in
Group D are related to basic information that can be
extracted from the text; Group E consists of 36 POS
tags based on Penn POS;?® Group F captures the lin-
guistic traits of the text; and Group G is related to the
readability of the text. Groups D-F were extracted
using the Natural Language Toolkit>* and additional
custom functions and formulas written in Python,
whereas the features in Group G, representing the
readability scores, were extracted using functions
from the TextStat project.’

Our framework, as depicted in Figure 1, is straightfor-
ward. Once the dataset(s) and settings have been
loaded, the input features are extracted based on the
group settings. All input features are subsequently
normalized to a scale of 0 to 1 using min-max normali-
zation. Since all attributes have differing ranges, nor-
malization ensures that all features have equal
contribution toward the detection. Following the crea-
tion of training targets, the n-fold cross-validation pro-
cess is run according to the assigned classifiers.
Finally, the best classifier for detecting depression is
determined, and all information and the detailed
results are written to a file.

In this study, we implemented and tested four
standard single classifiers—Logistic Regression (LR),
Support Vector Machine (SVM), Decision Tree (DT),
and Multilayer Perceptron (MLP)—and four ensemble
models—Bagging Predictors (BP), Random Forest
(RF), Adaptive Boosting (AB), and Gradient Boosting
(GB)—for detecting depression from Twitter posts.
These classifiers are often used in text analysis and
have produced excellent performance in previous
studies on textual-based sentiment analysis'® and
malicious web domain identification.”

The performance of the featuring approach with
the above classifiers was assessed using four common
measurements for prediction or classification (see
Table 3): accuracy, precision, recall, and F-measure
(also known as F1 score). All machine learning classi-
fiers, ensemble models, and measurements were built
using scikit-learn components.?® Default parameters
were used for all classification models to ensure that
the results can only be affected by the implementa-
tion of our approach and not by the modification of
classifier parameters.

2http://kaggle.com/bababullseye/depression-analysis
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TABLE 2. Features.

AFFECTIVE COMPUTING AND SENTIMENT ANALYSIS

Group No. Description
Sentiment lexicon features
1 Total of sentiment items
A: Sentiment lexicon features based on 2-4 Total of (posmvej peutral, nfegatlve) sentiment terms
. 5,6 The ratio of (positive, negative) sentiment to neutral terms
SentiWordNet . X .. .
7 The ratio of negative to positive sentiment terms
8,9 (Positive, negative) sentiment scores
10 Total of sentiment terms
B: Sentiment lexicon features based on 11-13 Total of (posmvef _neutral, n_egatlve) sentiment terms
. 14, 15  The ratio of (positive, negative) sentiment to neutral terms
SenticNet . . .. .
16 The ratio of negative to positive sentiment terms
17, 18  (Positive, negative) sentiment scores
19 Total introspection value
C: Additional lexicon features based on 20 Total temper value
SenticNet 21 Total attitude value
22 Total sensitivity value
Content-based features
23-26 Total (letters, words, stop words, sentences) in the text
27 Total words with capitalized 1st letter
. . . . 28 Total negative terms (e.g., ‘does not’, ‘do not’, ‘will not’, etc.)
D: Basic text information 29 Total elongated words (e.g., ‘yesss’, ‘fiiine’, ‘yoouu’, etc.)
30, 31 Total exclamation and question sentences
32 The existence of weblink inside the text
E: POS 33-68  Total existence of 36 Tags of Penn POS
69 The ratio of adjectives and adverbs
70 Average of number of words per sentence
71 The ratio of word repetition to total words
F: Lineuistic characteristics 72 The average number of letters per word
: g 73 Average of words with 1st capital to total sentences
74 The ratio of words with Ist capital to total words
75-77 Total of (1st, 2nd, 3rd) person pronouns
78-80 The ratio of (Ist, 2nd, 3rd) person pronouns to total pronouns
81-87 Flesch Reading Ease, Simple Measure of Gobbledygook Index,
G- Readability scores Flesch Kincaid Grade, Coleman-Liau Index, Gunning Fog Index,
' ¥y ) DaleChall Readability and Linsear Write Formula.
88 Automated Readability Index
89 Difficult words
90 Estimation of school grade level required to understand the text.

In this section, we present the results of our investiga-
tion into the effects of sentiment lexicon feature
groups on prediction performance. The tenfold cross-
validation experiments were run on the LR classifier,
which was identified as one of the best classifiers in
previous experiments,” using the two datasets
described above (see Table 1).

The results in Table 4 clearly indicate that, when
similar sentiment features were compared (Group A
versus Group B), the features extracted using Sentic-
Net (Group B) outperformed the features extracted
using SentiWordNet (Group A) for both the datasets.
Thus, we can conclude that the sentiment terms in
SenticNet and their sentiment scores are more suitable
for depression detection in Twitter texts.

November/December 2021

The performance of Group C, which consists of
additional features that could only be provided by Sen-
ticNet, was also satisfactory. The accuracy, precision,
recall, and F1 scores for Group C were above 50% for
Shen et al.'s dataset. In the case of Eye's dataset, the
accuracy was even better (>81%), but the recall and
F1 scores were much worse. These results indicate
that the features in Group C are not suitable for
detecting the target class, i.e., the depression class (in
binary classification, recall and the accuracy of the
target class are the same). It should be noted, how-
ever, that the results from combining Group C with
other groups were marginally better than without
Group C.

Between the two datasets, the results show that
the accuracy was always higher for Eye's dataset com-
pared to Shen et al.'s dataset. However, the recall and
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FIGURE 1. Design of the proposed framework used for detecting depression in this study.

F1 scores were always lower for Eye's dataset. This
implies that the classifier trained using Eye's samples
found it difficult to detect the target class (i.e., depres-
sion class) than the other class, and we suspect that
this is due to the imbalanced nature of Eye's dataset
(see Table 1). This problem could be easily solved by
applying sampling methods?®?’ to the dataset, but in
this study, we attempt to overcome the problem by
implementing ensemble models [see Figure 3(b)].

The above results demonstrated that sentiment lexicon
features can perform well in terms of detecting depres-
sion from Twitter posts. Next, we explore whether con-
tent-based features (Groups D, E, F, and G) could
further improve performance. As above, we conducted
experiments on the LR classifier but, based on the

TABLE 3. Measurement functions and formulas.

above results, used only Shen et al.'s dataset to train it.
The results in Table 5 show that each content-based
group improved the detection measurements when
combined with sentiment lexicon features. Group E
(POS) provided the best improvement, followed by
Group G (readability scores), Group D (basic text infor-
mation), and Group F (linguistic characteristics). How-
ever, the overall best improvement was achieved when
all sentiment lexicon and content-based features were
used at the same time; all measurements were higher
than 95%. It is also worth mentioning that the F1 scores
obtained with our approach are better than the base-
line results (85%) in Shen et al. ©

The following set of experiments was conducted with
the best feature setting from the above experiments
(Groups A to G) on all single classifiers (LR, MLP, SVM,

Name Function Formula
Accuracy accurat(:)y_score Accuracy(y, §) = ;—— Stsemnles ™1y (5 — ), where y is the set of predicted pairs, § is the set
of true pairs, and 7,4y is the total number of samples.
Precision precision_score | Precision(y;,y;) = TJF—PFP where i is the set of classes, y; is the subset of y with class i, TP is
() true positive, and FP is false positive.
Recall recall_score() Recall(y;, §;) = 7 » Where FN is false negative.
N 2% Precision(y; 4j; ) % Recall(y; 4;
Frmeasure/ | f1_score( Fl(y ) = S

IEEE Intelligent Systems

November/December 2021

Authorized licensed use limited to: University of Newcastle. Downloaded on January 12,2022 at 05:12:06 UTC from IEEE Xplore. Restrictions apply.



AFFECTIVE COMPUTING AND SENTIMENT ANALYSIS

TABLE 4. Effects of sentiment lexicon features on depression detection.

Sentiment lexicon

Measurements (%) *

Class accuracy(%) *

roup(s) Dataset

group Acc Pre Rec F1 Dep Non-Dep

A Eye’s 8233 74.04 3276 4536 32.76 96.68

Shen et al’s  76.50 7879 78.07 78.41 78.07 74.61

B Eye’s 8851 8274 6159 70.57 61.59 96.28

Shen et al’s  80.34 83.80 79.37 81.52 79.37 81.49

C Eye’s 81.30 84.98 2032 3270 20.32 98.94

Shen et al’s  63.80 6442 7550 69.50 75.50 49.71

B. C Eye’s 89.03 83.67 6349 72.16 63.49 96.42

’ Shen et al’s  84.20 85.76 8528 85.51 85.28 8291

A B.C Eye’s 89.58 84.09 66.11 73.96 66.11 96.38

T Shen et al’s 8491 8575 86.82 86.27 86.82 82.61

*: Acc = Accuracy; Pre = Precision; Rec = Recall; F1 = F-measure; Dep = Depression; Non-Dep = Nondepression.

and DT) and both datasets to further investigate the
performance of the best feature setting. We can see in
Figure 2(a) and (b) that the features performed better
with other single classifiers than LR. The MLP was the
best single classifier for Shen et al.'s dataset, whereas
the DT was the best for Eye's dataset.

It is important to note that both the MLP and DT

models performed well on both datasets and GB
achieved the highest measurements for both data-
sets, with an accuracy of more than 98%. The results
in Figure 3(b) also show that all ensemble models pro-
vided recall values of around 95% despite Eye's data-
set being heavily imbalanced, thus, obviating the need
for any further action to overcome the class imbal-

performed significantly better than other classifiers in ance issue.
terms of recall; their recall scores were at least 90%
for Eye's dataset. Similar experiments were also con-
ducted with the ensemble models (AB, BP, GB, and
RF) for both datasets, and the results can be seen in

Figure 3(a) and (b). The results show that all ensemble

In this study, we proposed 90 different features that
can be used by machine learning classifiers for

TABLE 5. Effects of content-based features on depression detection when trained using Shen et al.’s dataset.

Sentiment lexicon group(s) Content-based group(s) Measurements (%) * Class accuracy
(%) *
Acc Pre Rec F1 Dep Non-Dep
A B C D 88.73 89.21 90.31 89.75 90.31 86.82
A B C E 94.62 94.51 95.72 95.11 95.72 93.31
A B C F 86.63 87.29 88.40 87.84 88.40 84.48
A B C G 91.30 90.58 93.85 92.18 93.85 88.23
A B C D E 95.21 95.10 96.19 95.64 96.19 94.02
A B C D, F 88.99 89.55 90.42 89.97 90.42 87.27
A B C DG 92.62 92.31 94.37 93.32 94.37 90.51
A B C D,EF 95.32 95.19 96.30 95.74 96.30 94.14
A B C D,E G 96.34 96.37 96.95 96.66 96.95 95.59
A B, C D,F,G 92.71 92.50 94.32 93.40 94.32 90.77
A B C D,EFG 96.50 96.48 97.14 96.81 97.14 95.73

*: Acc = Accuracy; Pre = Precision; Rec = Recall; F1 = F-measure; Dep = Depression; Non-Dep = Nondepression.
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FIGURE 3. Results for feature groups A-G on ensemble models trained using two different datasets.

detecting depression by analyzing the social media
messages of users. These features were extracted
using the combination of sentiment lexicons and con-
tent-based approaches. While our experiments were
conducted using datasets comprising of Twitter posts,
these features can be used for any textual content.
Through extensive experiments, involving two data-
sets of Twitter posts, four single classifiers, and four
ensemble models, we were able to verify the effective-
ness of these features.

The best results were obtained when all the pro-
posed features were utilized together for depression
detection; however, the effectiveness of different fea-
ture groups greatly varied. In particular, the content-
based features were able to improve the accuracy to
> 96% for both datasets. Whereas all single classifiers
and ensemble models provided excellent results, the
GB ensemble was able to provide accuracies >98%
for both datasets. Our analysis also revealed that the
ensemble models were able to overcome the data
imbalance issue, which the single classifiers were
unable to do.

As future work, we plan to investigate a novel idea
about the combination of multiple classifiers for
improving accuracy. We will also investigate the

IEEE Intelligent Systems

possibility of using sentiment analysis datasets, which
can be easily constructed in larger sizes, for depres-
sion detection in social media texts.
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