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A B S T R A C T   

Depression is one of the leading causes of suicide worldwide. However, a large percentage of cases of depression 
go undiagnosed and, thus, untreated. Previous studies have found that messages posted by individuals with 
major depressive disorder on social media platforms can be analysed to predict if they are suffering, or likely to 
suffer, from depression. This study aims to determine whether machine learning could be effectively used to 
detect signs of depression in social media users by analysing their social media posts—especially when those 
messages do not explicitly contain specific keywords such as ‘depression’ or ‘diagnosis’. To this end, we inves
tigate several text preprocessing and textual-based featuring methods along with machine learning classifiers, 
including single and ensemble models, to propose a generalised approach for depression detection using social 
media texts. We first use two public, labelled Twitter datasets to train and test the machine learning models, and 
then another three non-Twitter depression-class-only datasets (sourced from Facebook, Reddit, and an electronic 
diary) to test the performance of our trained models against other social media sources. Experimental results 
indicate that the proposed approach is able to effectively detect depression via social media texts even when the 
training datasets do not contain specific keywords (such as ‘depression’ and ‘diagnose’), as well as when unre
lated datasets are used for testing.   

1. Introduction 

According to the World Health Organisation, depression is the most 
prevalent mental disorder, which affects more than 300 million people 
worldwide [1]. Depression is also the leading cause of more than 
two-thirds of suicides every year [2]. However, due to self-denial among 
some patients and poor recognition of the issue in many places, 
depression can remain undiagnosed or untreated. The lack of diagnosis 
and treatment can further aggravate the condition [3], which could lead 
to reduced quality of life and, in acute cases, an inability to maintain 
employment [4,5]. 

Numerous studies in the literature agree that social media platforms, 
where people freely share their thoughts and express their feelings, 
could be a vital source for monitoring health issues and trends [6,7]. 
Posts on platforms, such as Twitter and Facebook, enable researchers to 
investigate multiple aspects of psychological concerns and human 

behaviour [8,9]. Studies focusing on mental depression, for example, 
have found that tweets posted by individuals with a major depressive 
disorder could be utilised to predict future episodes of depression in 
those individuals [3]. A recent survey indicated that an increasing 
number of people with depression symptoms, especially teenagers and 
young adults, are turning to social media to express their feelings (see 
Fig. 1) [10]. Related work in this domain, however, often relies on 
specific keywords such as ‘depression’ and ‘diagnose’ when utilising the 
data, while the fact is that social media users suffering from depression 
are not likely to use such words directly. 

Given the prevalence of depression, its impacts, and the potential of 
using social media texts for predicting depression, the main goal of this 
study is to analyse whether machine learning (ML) methods could be 
effectively used to detect depression in people by analysing their social 
media texts, but without relying on specific keywords. Social media texts 
are often unstructured, and therefore ML, which is good at dealing with 
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nonlinearity, is expected to be a better option than traditional statistical 
methods for analysing them. Even though we train the ML models using 
Twitter posts in this study, they should be equally applicable to other 
text-based messages. Specifically, the models are first trained and tested 
using two publicly labelled datasets comprising of Twitter tweets [11, 
12]—with and without specific keywords such as ‘depression’ and ‘di
agnose’. The models are then re-tested using additional non-Twitter 
depression-class-only datasets [13–15], primarily to investigate the 
performance of our trained models in detecting depression in people 
who posted messages on various social media platforms. More precisely, 
the performance of our generalised approach is investigated against five 
different, publicly available datasets comprising of social-media text 
from various sources, including Twitter, Facebook, Reddit, and a per
sonal electronic diary. This approach contrasts with most approaches in 
the literature that use parts of the same datasets for both training and 
testing the ML models, as well as rely on specific keywords. 

Our detection model is constructed using ML methods combined 
with textual-based featuring; textual-based featuring extracts input 
features from the text itself and is, thus, more independent of the system 
than other featuring processes [16]. We apply ML classifiers—both 
single and ensemble models—that are widely used in solving prediction 
problems; these methods have been selected because of their excellent 
prediction performance in previous studies [16,17]. The performance of 
these models is, however, dependent on the type of data and features 
used for training them. Therefore, we investigate the performance of our 
models using datasets from several social media texts to verify that the 
proposed approach is a general one. Additionally, the features used for 
training are preprocessed and extracted using a combination of various 
methods that performed well in previous work [16–18]. More specif
ically, text preprocessing methods, such as tokenisation, stop word 
removal, detection of negation words, correction of elongation words, 
and part of speech (POS) lemmatisation, are applied. Regarding the 
input features, we implement a bag-of-words (BOW) feature extraction 
method combined with count vectorisation and n-gram words (from 
unigram to trigram) to extract features. This work thus contributes to the 
relevant research areas of ML and natural language processing as well as 
the study of mental health problems by proposing a generalised 
approach for depression detection that is effective especially when the 
social media users are not aware of their depression or are in denial. 

The rest of this paper is organised as follows. In Section 2, we review 
related work on depression detection. Then in Section 3, we describe, in 
detail, the design of the textual-based depression detection framework 
developed for this study. Experimental results and discussions are 

presented in Section 4, and Section 5 concludes the paper and highlights 
potential future research directions. 

2. Related work 

Numerous studies on automatic detection of the symptoms of 
depression have been carried out using artificial intelligence methods 
such as ML. A major stream of research involves depression detection 
using medical data, such as fMRI signature [19], results of depression 
questionnaires (such as DASS21 and DASS42) [1,20], or clinical criteria 
for depression as defined in DSM-5 and ICD-10 [21]. Data from clinical 
interviews, using systems such as the Distress Analysis Interview 
Corpus-Wizard of Oz (DAIC-WOZ [22]) [2,23], has also been collected. 
DAIC-WOZ data includes videos, speeches, and text transcriptions of the 
participants, who could be either distressed or non-distressed. In recent 
years, researchers have also focused on depression detection using text 
messages from social media platforms, such as Twitter, Facebook, 
Reddit, and WeChat [3,6,9,11,24–27]—in the hope that social media 
texts can help detect depression even when the individual is unaware of 
their depression or is in denial. 

The majority of studies on depression detection using social media 
messages usually follow either a textual-based featuring approach or a 
person descriptive-based featuring approach. Textual-based featuring 
focuses on the linguistic features of the social media text, such as words, 
POS, n-gram, and other linguistic characteristics [3,6,9,25–28]. In 
contrast, the descriptive-based featuring approach focuses on de
scriptions of the subject, such as age, gender, employment status, in
come, consumption of drugs or alcohol, smoking, and other details of the 
subject or patient [11,21,29–32]. These features are then input into the 
detection models. Most models for depression detection have been 
developed using ML classifiers, such as the Support Vector Machine 
(SVM), Multilayer Perceptron (MLP), Logistic Regression (LR), Decision 
Tree (DT), Naïve Bayes (NB), Maximum Entropy (ME), K-Nearest 
Neighbours (KNN), Adaptive Boosting (AB), Random Forest (RF), 
Gradient Boosting (GB), Bagging Predictors (BP), and other single and 
ensemble models [1,3,6,19,21,26,29,30]. Deep learning methods, such 
as the Long Short-Term Memory (LSTM) [24] and Convolutional Neural 
Network (CNN) [9,33], have also been used. Additionally, several 
studies have constructed custom detectors [11,26,31]. A concise over
view of related work from the past five years (2017–2021) is provided in 
Table 1. 

In this paper, we discuss our efforts towards building a depression 
detection framework using textual features from social media posts. This 
is achieved by utilising some proven methods of preprocessing, featuring 
and ML classifiers from our previous studies [16,17]. In research on 
depression detection using social media texts, custom datasets are 
frequently created but not made publicly available. In contrast, in this 
study, we utilise five publicly available datasets. These include two 
binary-class Twitter datasets that are used for both training and testing, 
and three single-class datasets from Facebook, Reddit and an electronic 
diary for further testing. While our goal is a generalised approach for 
depression detection in social media texts, the datasets include only text 
messages and exclude any emoticons, emojis, pictures, videos and web 
links that are commonly part of social media messages. Additionally, we 
address the issue of overfitting that generally arises when collecting 
depression data from social media messages. A model might perform 
poorly on datasets it was not trained on due to overfitting. We also focus 
our efforts on overcoming the problem of imbalanced data samples, 
which can negatively impact the performance of classification models. 

3. Methods 

We designed a framework for detecting depression through an 
analysis of only social media texts, by using methods inspired by pre
vious studies in the literature. For the preprocessing of social media texts 
(see Fig. 2), we implemented several methods that performed well in 

Fig. 1. Frequency of social media use, by depressive symptom levels, 
2018–2020 [10]. 
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previous work [16], as follows:  

a. Removal of punctuation, numbers, and stopwords.  
b. Word correction, which is an essential step in preprocessing, for 

reducing the diversity of features. The following three methods of 
word correction are utilised in this study:  
- Spelling error correction. Detectors differentiate between misspelled 

words and their correct forms, thereby unnecessarily increasing the 
detection complexity. To avoid this, we detected and corrected 
misspelled words by utilising Peter Norvig’s code for spelling 
correction [34] based on probability theory. In this method, the 
investigated words are compared against a large database of words, 
and the most probable replacements are chosen for misspelled 
words. 

- Elongated word correction. Word diversity, and thereby the detec
tion complexity, are also impacted by the presence of elongated 
words or word-stretchers such as ‘yesss’, ‘fiiine’ and ‘yoouu’. These 
were also reduced to their original forms using Peter Norvig’s code 
for spelling correction [34].  

- Negative word correction. Despite the numerous forms of negative 
words, their common goal is to introduce negation in the sentence. 
They were reduced to their basic negative form ‘not’.  

c. POS tagging and lemmatisation—POS tagging by assigning words to 
their syntactic functions, such as noun, pronoun, adjective, verb and 
adverb, puts the words in context [35]; doing so allows lemmatising 
the word to the correct context, i.e., changing the word back to its 
basic form, which is an essential step in reducing word diversity and 
making recognition easier. 

Since the features are extracted directly from social media messages, 
we used the BOW feature-extraction method. BOW is commonly used for 

textual-based features [36], and works by decomposing the entire text 
into a group of singular words. In this study, we used it in combination 
with the n-gram technique to capture both singular words and word 
combinations that convey one meaning. Regarding word combinations, 
BOW checks the existence of a contiguous sequence of n words from the 
given text sample. In this study, we limited the checking to trigrams, 
since sequences of more than three words are infrequent in real-world 
texts. After decomposing the text as discussed above, the terms were 
sorted based on their frequency across the given dataset. A sample 
screenshot showing how the features are extracted using BOW is shown 
in Fig. 3. Whereas the screenshot is for an example scenario where the 
length of features is only 25 unigram words, 5000 unigram to trigram 
phrases were used for the length of features in our experiments. These 
settings were determined based on previous studies related to 
textual-based featuring [16,17]. 

It is worth noting that one of the datasets used in our study is 
imbalanced, and this could affect prediction [37]. Hence, we also pro
posed a dynamic sampling process designed to optionally implement 
dynamic random over or under-sampling to overcome the issue of 
imbalanced data. 

The next step is then to train the ML classifiers for the detection of 
mental depression. Towards this end, we implemented and tested 
several single and ensemble classifiers that provided excellent text 
recognition and detection performance in previous studies [16–18]. 
Those classifiers are:  

1. Logistic Regression: A generalised linear model, it was originally 
developed by Nelder and Wedderburn [38] and further improved by 
Hastie and Tibshirani [39]. Generalised linear models use 
non-normal dependent variables and thereby overcome a major 
limitation of linear models, i.e., continuous and normally distributed 

Table 1 
An overview of related work from 2017 to 2021.  

Authors Year Feature Type Dataset sources Methodsa Resultsb 

Depression detection on social media messages 
Shen et al. [11] 2017 Descriptive Twitter (Public/Pu [11]) MDLc, MSNLc, WDLc, NB Acc: 85%; Pre: 85%; Rec: 85%; F1: 85% 
Hassan et al. [6] 2017 Textual Twitter (Private/Pr) SVM, NB, ME Acc: 91%; Pre: 83%; Rec: 79% 
Chen et al. [24] 2018 Textual Survey and WeChat (Pr) LSTM Present the results in several graphs 
Islam et Al [25]. 2018 Textual Facebook (Pr) DT, KNN, SVM, Ensemble Pre: 59%; Rec: 97%; F1: 73% 
Burdisso et al. [26] 2019 Textual Reddit (Pr) SS3c, KNN, LR, SVM, NB Pre: 63%; Rec: 60%; F1: 61% 
Fatima et al. [27] 2019 Textual Reddit (Pr) MLP, SVM, LR Acc: 91.63%; Pre: 91.83%; Rec: 91.85% 
Lin et al. [33] 2020 Visual and Textual Twitter (Pu [11]) and Images CNN Acc: 88.4%; Pre: 90.3%; Rec: 87%; F1: 

93.6% 
Alsagri and Mourad 

[3] 
2020 Textual Twitter (Pr) SVM, NB, DT Acc: 82.5%; Pre: 73.91%; Rec: 85%; F1: 

79.06%; AUC: 0.78 
Kim et al. [9] 2020 Textual Reddit (Pu [9]) CNN, XGBoost Acc: 75.13%; Pre: 89.1%; Rec: 71.75%; F1: 

79.49% 
Depression detection on other sources (non-social media) 
Jung et al. [31] 2017 Textual/Ontology 35 FAQs about depression from 

multiple sources 
DT, LR Acc: 75%; Pre: 76.1% 

Samareh et al. [23] 2018 Audio, video and 
textual 

DAIC-WOZc (Pu [22]) RF RMSE: 5.12; MAE: 4.12 

Priya et al. [1] 2020 Descriptive DASS-21c (Pr) NB, DT, RF, SVM, KNN Acc: 85.5%; Pre: 82.2%; Rec: 85%; F1: 83.6 
Kumar et al. [20] 2020 Descriptive DASS-42 (Pr) RBFNc, NB, KNN, MLP, RF, K- 

Star, J48 
Acc: 96%; Pre: 96%; Rec: 96%; F1: 96%; 
AUC: 0.99 

Srimadhur and 
Lalitha [2] 

2020 Spectrogram & End- 
to-end 

DAIC-WOZ (Pu [22]) CNN (Non-depressed class) Pre: 65%; Rec: 92%; F1: 76% 

Jothi et al. [30] 2020 Descriptive Online survey (Pr) J48, NB, RF Acc: 95.7%; Rec: 97.5%; Spe: 86.3% 
Filho et al. [29] 2021 Descriptive Patients’ clinical evaluation (Pr) RF, LR, KNN, DT, AB, SVM, 

GB 
Acc: 89%  

a The first method in bold is the method with the best result. 
b Acc = Accuracy; Pre = Precision; Rec = Recall; Spe = Specificity; F1 = F-measure; AUC = Area Under the Curve; RMSE = Root Mean Square Error; MAE = Mean 

Absolute Error. 
c SS3 = Sequential S3 (Smoothness, Significance, and Sanction); MDL = Multimodal Depressive Dictionary Learning; WDL = Wasserstein Dictionary Learning; 

MSNL = Multiple Social Networking Learning; fMRI = functional Magnetic Resonance Imaging; MLDA = Maximum Entropy Linear Discriminant Analysis; DASS =
Depression, Anxiety and Stress Scale questionnaire; RBFN = Radial Basis Function Network; DSM-5 = Diagnostic and Statistical Manual of Mental Disorders 5th 
edition; ICD-10 = International Statistical Classification of Diseases and Related Health Problems nu. 10; BCC = Bayesian Classifier Chains; PCC = Probabilistic 
Classifier Chains; SCC = Super Class Classifier, Bagging, ECC = Ensemble of Classifier Chains; Pruned sets, CC = Classifier Chains; DAIC-WOZ = The Distress Analysis 
Interview Corpus Wizard of Oz. 
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dependent variables [40,41]. The dependent variables in LR are 
either unordered or ordered polytomous, and the independent pre
dictor variables are either interval/ratio or dummy variables [42].  

2. Support Vector Machine: The SVM is a supervised learning model that 
classifies new data after learning from training data [43]. It works by 
separating different classes with a hyperplane, and then attempts to 
maximise the separation distance from the hyperplane. The larger 
the distance, the lower the error generated by the classifier [44]. In 
this study, the SVM is used together with the linear kernel (LSVM), 
which is generally recommended for text classification [45].  

3. Multilayer Perceptron: A feedforward artificial neural network that 
uses supervised learning [46,47], the MLP continually computes and 
updates all the weights in its network to minimise error. In its first 
phase, called the feedforward phase, the training data is forwarded to 
the output layer, following which the difference between this output 
and the desired target (the error) is backpropagated to update the 
weights of the network in the second phase [48]. In this study, we 

utilised the Adam optimiser [49] to increase the performance of the 
MLP.  

4. Decision Tree: The DT was developed by Quinlan [50] based on 
Hunt’s algorithm [51], and is a useful tool for exploring the 
cause-and-effect chain. It builds a tree-like decision model for clas
sification and prediction purposes and is typically used as a base 
classifier for ensemble models (e.g., BP, RF, and AB).  

5. Random Forest: The RF is an ensemble of DT predictors where all 
decision trees are trained independently using random vectors. The 
strength of trees and their correlation determine the error general
isation of the RF. It is relatively robust to outliers and noise [52].  

6. Adaptive Boosting: This ensemble combines many weak classifiers 
iteratively over several rounds [53]. Starting with equal weighting 
for all training data, weights of misclassified training data points are 
boosted, and a new classifier is created with the new, unequal 
weightings. This procedure is then repeated for a set of classifiers 
[54]. 

Fig. 2. Preprocessing steps [16].  

Fig. 3. A screenshot showing the features extracted using BOW for a simple hypothetical scenario with 25 unigram words used for the feature length.  
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7. Bagging Predictors: This ensemble builds a cluster of several single 
predictors, which are trained in a bootstrapping process that repli
cates the training set. Classification is performed using plurality 
voting [55]. The default BP implementation from scikit-learn, which 
is used in this study, uses the DT as its base predictor.  

8. Gradient Boosting: GB, which comprises gradient boosted regression 
trees, provides a robust, competitive and interpretable algorithm for 
classification and regression. For binary classification, only a single 
regression tree is used [56]. 

A flowchart for the sampling process is shown in Fig. 4, and the 
overall design can be seen in Fig. 5. 

We can see from Fig. 5 that all experiments were conducted using the 
N-fold Cross Validation (CV) method. CV is primarily used in classifi
cation and regression models to reduce the bias between an entire 
dataset and the training/testing sets [57], and it also helps avoid over
fitting [58]. In CV, data is split into n disjoint folds or partitions, where 
n-1 folds (subsamples) are used for training and the remaining fold is 
used for testing. In this study, we set n = 10; i.e., all experiments were 
conducted using 10-fold CV. The overall measurements were calculated 
by averaging the results of each process [59,60]. 

Four well-known measurements—accuracy, precision, recall and F1 
(or F-measure)—were used to evaluate the performance of the classifiers 
in terms of depression detection. Measurement components from scikit- 
learn [61] were implemented, and the relevant equations and functions 
are provided in Table 2. For detailed accuracy measurements, we 
calculated only the class accuracy, i.e., total correct detections of 
depression class testing samples against total depression class testing 
samples. Please note that since depression detection is a binary-target 
problem, scores for the detailed accuracy of positive class (depression) 
and binary recall will be the same. 

4. Datasets 

We primarily used datasets from Shen et al. [11] and Eye [12] in our 
experiments. These datasets were used to train and test the ML models 
using 10-fold CV. The texts in these two datasets were gathered from 
Twitter and automatically labelled as “Depression” or 
“Non-Depression”. 

The dataset by Shen et al. [11] was constructed with the additional 
restriction that a record would be labelled as “Depression” only if its 
anchor tweets satisfied the strict pattern “(I’m/I was/I am/I’ve been) 
diagnosed with depression”; the record would be labelled as “Non-
Depression” if the user had never posted any tweet containing the 
character string “depress”. It should be noted that the dataset by Shen 
et al. [11] also contains an additional third set labelled as “Depres
sion-candidate”—consisting of tweets that do not meet all the criteria to 
be labelled “Depression”—that was intended to boost the “Depression” 

group. However, this third set was not used in our study because the 
sizes of the depression (first set) and non-depression (second set) classes 
are almost equal in this dataset. Including the third set in the “Depres
sion” class would make the dataset heavily imbalanced. The dataset by 
Eye [12], on the other hand, only seeks the word ‘depression’ in the 
tweets. If the tweet contains the word ‘depression’, it is labelled as 
“Depression”, and “Non-Depression” otherwise. This dataset is highly 
imbalanced: depression class records are only 22% of the total records in 
this dataset. 

To investigate whether the models trained with the above datasets 
could be successfully applied directly to other social media texts—be
sides the testing conducted with different subsets of the same dataset in 
10-fold CV—we also ran the trained models on three non-Twitter based 
depression-class-only datasets [13–15]. These datasets could not be used 
to train the models, since they contain only depression class samples, but 
at least two classes (binary) are required to train the classifiers. The first 
dataset, by Tanwar [13], was constructed from the diary of a 17-year old 
girl, Victoria, who committed suicide because of depression. In her 
diary, Victoria recorded her feelings from during her depression until 
her suicide. The second dataset, by Komati [14], was constructed from 
Reddit posts about depression and suicide; in this study, we employed 
only a part of the depression section (50000 randomly selected records 
from a total of 348723 records). The third dataset was constructed by 
Virahonda [15] from Facebook posts. Studying the performance of our 
models on the above datasets allowed us to test whether they are 
generalised enough to be applied for detecting depression by analysing 
texts from diverse sources. Detailed information of all the datasets used 
in this study can be found in Table 3. 

5. Results and discussion 

During preprocessing, components from the Natural Language 
Toolkit [62] and Peter Norvig’s code for spelling correction [34] were 
applied. Similarly, components from scikit-learn were used to imple
ment all the ML classifiers and to measure their performance (accuracy, 
precision, recall, and F1) [37]. In this section, we discuss the results of 
applying the proposed approach to depression detection using social 
media texts. We take depression as the positive class and non-depression 
as the negative class. All experiments were conducted using the 10-fold 
CV method, and each experiment was repeated 10 times. 

5.1. Preliminary experiments on the proposed approach 

Once the preprocessing and featuring steps had been applied, pre
liminary experiments were run using the three best single classifiers LR, 
LSVM and MLP from a previous study [17] as well as the DT model. The 
results can be found in Table 4. These results in Table 4 are excel
lent—almost perfect—and, therefore, too good to be true. We suspected 

Fig. 4. The sampling process.  
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the possibility of overfitting, i.e., the models performed well only on the 
datasets they had been trained on, but would not perform as well on 
other datasets. Thus, we conducted further experiments to test the 
performance of the trained models on three depression-class-only 
datasets listed in Table 3 (datasets by Tanwar, Komati, and Vir
ahonda). The results of these experiments can also be seen in Table 4 
(“Accuracy on Depression-class-only Datasets” column). As predicted, 
the models performed poorly on the depression-class-only datasets. One 
of the worst results was from the LR model trained using Shen et al.’s 
dataset when it was applied to Tanwar’s dataset (0% accuracy). Even the 
best result (40.54% accuracy)—provided by LR trained using Eye’s 
dataset and applied to Komati’s dataset—is below 50%. 

Since the single classifiers used in the above experiments had pro
vided excellent results in previous studies on text detection [16,17], we 
suspected that the datasets used for training the models might be 

responsible for this problem. A simple word frequency check revealed 
that the words ‘diagnose’ and ‘depression’ always exist in all the 
depression records of Shen et al.’s preprocessed dataset. This is ex
pected, since the depression records in Shen et al.’s dataset were gath
ered using the strict pattern “(I’m/I was/I am/I’ve been) diagnosed with 
depression”. Similarly, the depression records in Eye’s dataset always 
contain the word ‘depression’. As a result, the models learned to sepa
rate depression and non-depression classes based mainly on the exis
tence of words such as ‘diagnose’ and ‘depression’ in the case of Shen 
et al.’s dataset and the word ‘depression’ in the case of Eye’s dataset. 
Consequently, the models could not understand more subtle 
depression/non-depression patterns hidden in the text. Therefore, we 
deleted the word ‘diagnose’ from Shen et al.’s preprocessed dataset and 
the word ‘depression’ from Shen et al.’s and Eye’s preprocessed datasets. 
Following this, we conducted another set of experiments on these 

Fig. 5. Overall design.  

Table 2 
Measurement functions and formulas.  

No Name Function Equation 

1 Accuracy accuracy_score() 
A(y, ŷ) =

1
nsamples

∑nsamples − 1

k=0
1(ŷk = yk)

where y is the set of predicted pairs, ŷ is the set of true pairs, and nsamples is the total number of samples.  
2 Precision precision_score() P

(
yk, ŷk

)
=

tp
tp + fp 

where k is the set of classes, yk is the subset of y with class k, tp is true positive, and fp is false positive.  
3 Recall recall_score() R

(
yk, ŷk

)
=

tp
tp + fn 

where fn is false negative.  
4 F-measure/ F1 f1_score() 

F1
(
yk, ŷk

)
= 2*

P
(
yk, ŷk

)
*R

(
yk, ŷk

)

P
(
yk, ŷk

)
+ R

(
yk, ŷk

)

Table 3 
Datasets used in this study.  

Dataset Source Total records Depression records Non-Depression records 

Total % Total % 

Shen et al. [11] Twitter 11877 6493 54.67 5384 45.33 
Eye [12] Twitter 10314 2314 22.44 8000 77.56 
Tanwar [13] Victoria’s diary 62 62 100 0 0 
Komati* [14] Reddit about depression 50000 50000 100 0 0 
Virahonda [15] Facebook 9178 9178 100 0 0 

(*) randomly selected from 348723 records. 
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modified datasets, and the results can be seen in Table 5. 
A comparison of the results in Tables 4 and 5 reveals a decrease in the 

overall measurements of all classifiers. The deterioration of the results is 
especially noticeable for the accuracy of depression record detection, 
which decreased by at least 13.17% for Shen et al.’s dataset and 21.25% 
for Eye’s dataset. However, the detection accuracy significantly 
improved when the trained models were run on the other three 
depression-class-only datasets (Tanwar’s, Komati’s and Virahonda’s 
datasets), with the improvement ranging from 27.42% to 67.58%. It 
should be noted that the models were trained using datasets with both 
depression and non-depression classes, however, they were also being 
tested on three datasets with depression only classes. 

These results indicate that the models trained using the modified 
datasets are more general and can better detect depression in the text 
from datasets that they were not trained on. Table 5 also reveals that LR 
provided the best overall accuracy for both Shen et al.’s and Eye’s 
datasets; however, the results were more diverse for the remaining 
datasets. Similarly, results show that Shen et al.’s dataset, whose con
struction was stricter than Eye’s dataset, is better for depression detec
tion on similar data, while it is less useful for the creation of a more 
general detection model. It should be noted that all the classifiers that 
were trained using our featuring approach on Shen et al.’s dataset 
achieved higher scores than the baseline results in Shen et al. (85%) 
[11]. We also tested the differences in accuracies between each classifier 
for both datasets using the Wilcoxon signed-rank test; these results are 
shown in Table 6. It can be seen in Table 6 that the p-values of all 
pairwise comparisons are smaller than the significance level of 0.05, 
implying that all results are significantly different from each other. 

5.2. Sampling or not sampling 

As can be seen in Table 3, Eye’s dataset is heavily imbalanced, i.e., 
there are many more depression records than non-depression records. 
We conducted experiments using the proposed dynamic sampling 
approach on Eye’s dataset to test the effectiveness of the sampling 
procedure, and on Shen et al.’s dataset to check the effect of applying the 
same procedure on a slightly imbalanced dataset. The results of these 
experiments can be seen in Fig. 6 and Fig. 7. 

It can be seen in Fig. 6 that both over and under-sampling improved 
the detection of the depression class. The rates of improvement in the 
case of over-sampling were 0.6% with the MLP, 1.5% with the LSVM, 
8.7% with the LR, and 4.6% with the DT; whereas, for under-sampling, 
they were 8% with the MLP, 6.4% with the LSVM, 10.4% with the LR, 
and 12.5% with the DT. The detection of the non-depression class, 
however, worsened. From these results, we can conclude that the dy
namic sampling procedure can increase the detection of depression class 
only when the dataset is imbalanced. In contrast, as can be seen in Fig. 7, 
dynamic sampling does not have any effect on a slightly imbalanced 
dataset. 

The effects of dynamic sampling when models trained with Eye’s and 
Shen et al.’s datasets were used for detecting depression in the 
depression-class-only datasets are shown in Fig. 8 and Fig. 9, respec
tively. The middle bars (i.e., no sampling) correspond to the scores in 
Table 5. 

We can see in Fig. 8 that all the models trained using Eye’s dataset 
improved the accuracy when combined with under-sampling, as 
opposed to when dynamic sampling was not applied. However, this ef
fect was not always replicated in the case of over-sampling; only the LR 

Table 4 
Results of the preliminary experiments.  

Dataset Classifier Overall Measurement (%) Detailed 
Accuracy (%) 

Accuracy on Depression-class-only Datasets (%) 

Acc Prec Recc F1 Depa,c Non-Depa Tanb Komab Virab 

Eye LR 99.80 100 99.09 99.54 99.09 100 1.61 40.54 16.30 
LSVM 99.78 99.87 99.14 99.50 99.14 99.96 1.77 30.32 18.20 
MLP 99.12 99.78 96.27 97.99 96.27 99.94 9.19 31.32 31.24 
DT 99.74 99.57 99.26 99.41 99.26 99.88 13.39 48.59 31.35 

Shen et al. LR 99.77 100 99.58 99.79 99.58 100 0 16.76 13.86 
LSVM 99.80 99.94 99.68 99.81 99.68 99.93 0.32 12.09 13.67 
MLP 99.57 99.94 99.26 99.60 99.26 99.93 0 4.73 13.35 
DT 99.71 99.96 99.51 99.73 99.51 99.95 6.45 49.86 25.86  

a Dep = Depression; Non-Dep = Non-Depression. 
b Tan = Tanwar’s dataset; Koma = Komati’s dataset; Vira = Virahonda’s dataset; these three datasets are single-class datasets comprised only of depression records. 
c Even though binary recall and accuracy in detecting positive (depression) classes will have the same values, both are presented here to show differences in the 

accuracy for depression and non-depression classes. 

Table 5 
Experimental results after the words ‘depression’ and ‘diagnose’ were deleted from the datasets.  

Dataset Classifier Overall Measurement (%) Detailed 
Accuracy (%) 

Accuracy on Depression-class-only Datasets (%) 

Acc Prec Recc F1 Depa,c Non-Depa Tanb Komab Virab 

Eye LR 92.61 93.32 72.21 81.38 72.21 98.51 69.19 90.40 69.65 
LSVM 91.57 84.84 76.04 80.17 76.04 96.07 60.00 85.92 70.44 
MLP 89.56 77.77 75.02 76.29 75.02 93.77 53.39 75.62 68.13 
DT 86.00 68.24 70.52 69.31 70.52 90.47 59.84 75.26 66.32 

Shen et al. LR 88.62 92.63 86.03 89.20 86.03 91.75 27.42 46.17 66.43 
LSVM 87.38 90.01 86.51 88.22 86.51 88.43 30.65 51.73 68.99 
MLP 85.13 86.65 86.07 86.35 86.07 84.01 28.39 52.70 64.30 
DT 82.23 83.46 84.20 83.82 84.20 79.86 47.90 52.62 66.93  

a Dep = Depression; Non-Dep = Non-Depression. 
b Tan = Tanwar’s dataset; Koma = Komati’s dataset; Vira = Virahonda’s dataset; these three datasets are single-class datasets comprised only of depression records. 
c Even though binary recall and accuracy in detecting positive (depression) classes will have the same values, both are presented here to show differences in the 

accuracy for depression and non-depression classes. 
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model improved accuracy with over-sampling compared to no sampling. 
We suspect that, with over-sampling, the training records are duplicated 
randomly in the case of the smaller class (the depression class in our 
case), which increases the population of the smaller class but not its 
diversity. This condition makes the trained models more exclusive to the 
trained dataset, but not the other datasets. In the case of models trained 
with Shen et al.’s dataset (see Fig. 9), as can be predicted from the results 
in Fig. 7, dynamic sampling did not have a significant impact on the 
detection accuracy. However, surprisingly, both sampling methods 
significantly improved the detection accuracy in the case of Komati’s 
depression dataset with the LR and LSVM models. Based on the results in 

Figs. 8 and 9, we can conclude that LR performed the best with both 
sampling methods, and that dynamic under-sampling increased the ac
curacy of depression detection. 

5.3. Experiments on ensemble classifiers 

Our last set of experiments was conducted to test the performance of 
our method on several ensemble models, namely the AB, BP, GB, and RF. 
These ensemble models had performed well in previous studies on text 
analysis (e.g. see [17]). Based on the results in the previous section, 
these experiments were carried out together with dynamic 

Table 6 
Wilcoxon signed-rank test results (a. Eye’s dataset; b. Shen et al.’s dataset).  

a. Eye’s dataset b. Shen et al.’s dataset  

LSVM MLP DT  LSVM MLP DT 

LR 0.00028 <0.00001 <0.00001 LR 0.00026 <0.00001 <0.00001 
LSVM  <0.00001 <0.00001 LSVM  <0.00001 <0.00001 
MLP   <0.00001 MLP   <0.00001  

Fig. 6. Accuracy of sampling effect on Eye’s dataset (heavily imbalanced).  

Fig. 7. Accuracy of sampling effect on Shen et al.’s dataset (slightly imbalanced).  
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under-sampling. The results of the experiments on Eye’s and Shen et al.’s 
datasets and the depression-class-only datasets can be seen in Fig. 10 
and Fig. 11, respectively. 

The results in Fig. 10 indicate that, among the ensemble models, the 
RF provided the most balanced accuracy for both depression and non- 
depression classes in both Eye’s and Shen et al.’s datasets. However, 
these results were not better than those provided by the single classifier 
LR. While we are unable to pinpoint the reason why the results were not 
better than LR (numerous factors could influence the results of an 
ensemble model), we believe that the base classifiers used by the 
ensemble models might be significantly impacting their results. As dis
cussed above, the BP, AB and RF all use the DT model as their base 
classifier. Results in Table 5 show the DT to be the worst classifier among 
those tested, and the performance of DT-based ensemble models was 
similar to the DT itself. Regarding the performance of GB, which uses a 
single regression tree for classification/prediction in the vein of LR, we 
suspect the boosting process in GB is less suitable for depression detec
tion than LR. On the other hand, when tested on the three depression- 
class-only datasets (see the results in Fig. 11), the RF provided better 

results than all single and ensemble classifiers. Therefore, we can 
conclude that the RF model is better at depression detection using 
general texts than other classifiers. 

6. Conclusion 

Depression is the most prevalent mental disorder and the main cause 
behind more than two-thirds of suicides every year. Unfortunately, 
many cases go untreated because of failure to detect or self-denial. 
Several studies agreed that, given the exponential increase in social 
media usage, social media messages can be used as a valuable source for 
monitoring several mental health issues, including depression. 

In this paper, we demonstrated that our generalised approach using 
ML methods and social media texts can be effectively used to detect signs 
of depression. Our ML models proved effective even when trained with 
texts that did not contain the words ‘depression’ or ‘diagnosis’—social 
media messages by those suffering from depression rarely include such 
words. It is important to note that the approach presented in this paper 
performed well even when tested on datasets that were unrelated to the 

Fig. 8. Accuracy of sampling effect of Eye’s trained models on depression-class-only datasets.  

Fig. 9. Accuracy of sampling effect of Shen et al.’s trained models on depression-class-only datasets.  
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training datasets. This contrasts with most studies in the literature that 
use portions of the same dataset for training and testing. Our results also 
indicated that using less strictly constructed datasets can be more 
beneficial than more strictly constructed datasets, especially when the 
models would be used for detecting depression in messages from a va
riety of sources. 

Finally, it should be noted that the approach presented in this paper 
uses supervised ML classifiers, and therefore, the approach is limited to 
using labelled datasets for training the classifiers. Overcoming this 
limitation by including unsupervised classifiers is a potential future 
research area. 

An additional observation is that, in a heavily imbalanced dataset, 
dynamic sampling could increase the accuracy of the less populous class 
but, at the same time, decrease the accuracy of the more populous class. 
However, this can be beneficial if the goal is to detect depression and the 
less populous class is the depression class (which is the case in this 
study). 
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