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ABSTRACT

The financial impact of positive reviews has prompted some fraudulent sellers to generate fake product reviews
for either promoting their products or discrediting competing products. Many e-commerce portals have imple-
mented measures to detect such fake reviews, and these measures require excellent detectors to be effective. In
this work, we propose 133 unique features from the combination of content and behaviour-based features to
detect fake reviews using machine learning classifiers. Preliminary results show that these features can provide
good results for all datasets tested. Detailed analysis of the results, however, reveals the existence of class
imbalance issues for two of the bigger datasets - there is a high imbalance between the accuracies of different
classes (e.g., 7.73% for the fake class and 99.3% for the genuine class using a Multilayer Perceptron classifier).
We therefore introduce two sampling methods that can improve the accuracy of the fake review class on
balanced datasets. The accuracies can be improved to a maximum of 89% for both random under and over-
sampling on Convolutional Neural Networks. Additionally, we propose a parallel cross-validation method that
can speed up the validation process in a parallel environment.

1. Introduction

It is common practice for e-commerce portals to allow their cus-
tomers to write product reviews for their purchases (Utz et al., 2012;
Bagheri et al., 2013). Customers’ reviews not only will influence their
own social circle, but also allow new customers to form their opinion of
the product (Bajaj et al., 2017; Budhi et al., 2017). Products with posi-
tive reviews from previous purchasers can easily attract potential cus-
tomers, whereas negative reviews will detract potential buyers. For
example, when someone sees that most of the reviews for a product are
positive, their intention to buy it will increase. They will, however, look
for alternatives when most of the reviews are negative (Feng and Hirst,
2013; Jindal and Liu, 2008). Product reviews are an integral part of
online commerce, used as guidance by most customers to make buying
decisions (Budhi et al., 2017; Song et al., 2020) and by sellers to evaluate
brand perception and customer satisfaction levels (Felbermayr and
Nanopoulos, 2016; Budhi et al., 2017). Therefore, maintaining the
quality of product reviews is important.

Given the financial benefit associated with reviews, some fraudulent

sellers and service providers attempt to manipulate their customers by
using fake positive reviews to promote their products and services and
inflate potential buyers’ belief that previous buyers are pleased with
their purchases; fake negative reviews can also be used to dissuade po-
tential customers from competing products and services (Feng and Hirst,
2013; Mukherjee et al., 2013). A fake review, in this context, is a review
with fictional opinions written for a commercial motive but promoted as
authentic (Li et al., 2017). There is great potential for fake reviews to
distort the real evaluation of a product (Feng and Hirst, 2013), erode
trust in consumer reviews and eventually undermine the effectiveness of
online markets (Malbon, 2013). Unless such reviews are detected and
acted upon, social media will be increasingly flooded with lies and
deception, and eventually become useless from an e-commerce
perspective (Ren and Ji, 2017).

With the intention of curbing this problem, some social media net-
works allow users to report potential fake or spam reviews (Cardoso
et al., 2018). Some e-commerce portals, such as Amazon, Walmart, and
TripAdvisor, have already taken legal actions to address this problem
(Picchi, 2019; Shu, 2019; O’Neill, 2018). Yelp.com even launched an

* Corresponding author at: School of Electrical Engineering and Computing, The University of Newcastle, Callaghan, NSW 2308, Australia.
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operation to publicly shame people or companies who used fake reviews
(Mukherjee et al., 2013). Several e-commerce portals have also installed
preventive measures against these deceptive actions (Picchi, 2019; Luca
and Zervas, 2016; Birchall, 2018). Such preventive measures need a
good detector algorithm to be effective, since humans find it difficult to
detect fake reviews that have deliberately been written like genuine
reviews (Li et al., 2017; Cardoso et al., 2018; Ott et al., 2011). In addi-
tion, manually reading or properly synthesising the huge number of
reviews on e-commerce platforms is almost impossible (Budhi et al.,
2017; Salehan and Kim, 2016).

Fake review detection has thus become an urgent and meaningful
task in natural language processing studies. With the continuous growth
and importance of consumer reviews (Fang et al., 2019), any prolifer-
ation of fake reviews would attract attention and likely erode trust in
consumer reviews (Li et al., 2017). Most of the studies in fake review
detection, to date, utilise two different approaches: 1) based on the
content of the reviews, or 2) based on the behaviour of the reviewers.
Some studies have also employed a combination of both approaches (e.
g., see (Barbado et al., 2019; Heydari et al., 2015). Content-based ap-
proaches extract features from linguistic characteristics of the text, such
as words, part of speech (POS), and n-gram, term frequency (TF) (Ren
and Ji, 2017; Hernandez Fusilier et al., 2015; Etaiwi and Naymat, 2017),
while behaviour-based approaches extract features from the identity and
behaviour of the reviewers, such as total reviews, the number of
reviewed products, ratings given, and time of reviews (Savage et al.,
2015; Barbado et al., 2019; Akram et al., 2018).

In this paper, we focus our research on the combination of textual
content and user behaviour features. Regarding content-based features,
we build the features from the characteristics of the review content, such
as the number of words, number of sentences, number of questions,
number of exclamations, POS, linguistic traits, spam terms, and senti-
ment terms. Similarly, we extract reviewer-based features from the
behaviour of the reviewers, such as the total reviews, duration of
reviewer tenure, average duration between reviews, ratings, and so on.
In addition to implementing features based on textual content and user
behaviour, as is the common practice in the literature, we also incor-
porate behaviour-based features from the products’ perspective. Hence,
we are able to capture behaviours from both the reviewers and products.

We use the Yelp fake review datasets from Rayana and Akoglu
(Rayana and Akoglu, 2015) in our experiments. There are four datasets
(YelpChi Hotel, YelpChi Restaurant, YelpNYC and YelpZIP), ranging
from a small to large number of fake reviews, and they have been widely
used in the literature (You et al., 2018; Yuan et al., 2019, 2018; Rastogi
et al., 2020; Tang et al., 2020). While Rayana and Akoglu implemented
SpEagle to detect fake reviews (Rayana and Akoglu, 2015), we apply
machine/deep learning classifiers (both single and ensemble models) for
fake review detection. To train and test these classifiers, we build spe-
cialised feature extraction methods that extract features mainly from
linguistic characteristics of the text review in addition to the behaviour
of reviewers. We also show how to deal with imbalanced data so that it
does not inordinately affect the performance of the classifiers. To speed
up the process of investigation, we also design and implement a parallel
version of n-fold cross-validation (CV).

The rest of this paper is organised as follows. In the next section, we
review related work on fake review detection. After that, we explain the
datasets used and the design of features, and provide a detailed
description of the fake review detection procedure, class imbalance
problem, and parallel CV. Experimental results and discussions are then
presented. Finally, we conclude and highlight our future research
directions.

2. Related work
In the previous section, we briefly introduced the two main ap-

proaches to conducting research on fake review detection. Creating
features from the content of the review is generally independent of the
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system, whereas creating features from the reviewers’ behaviours is
dependent on the type of data provided by the system. In this section, we
discuss latest research using both approaches, dating from 2015 to the
present (see Table 1).

The content-based approach can be further categorised into two sub-
approaches. The first is to create features from the review text itself
using methods such as Bag of Words (BOW), Word2Vec, skip-gram and
so on. Thus, the features for detection are words or terms from the re-
view text itself. The features extracted by this approach (hereafter called
textual-based featuring) are similar, mostly in the form of n-gram terms
(Li et al., 2017; Cardoso et al., 2018; Hernandez Fusilier et al., 2015;
Etaiwi and Naymat, 2017; Sun et al., 2016). Some produce different
types of features, such as Continuous BOW (CBOW) (Ren and Ji, 2017)
and skip-gram (Zhang et al., 2018). This textual-based approach is a
promising feature extraction approach for text mining in general, and is
used by a majority of researchers for directly extracting features from
the text. As we can see in Table 1, most studies that used text-only
datasets (without additional meta data), such as Ott et al. (2013) and
Lietal. (2014), did not combine this approach with other approaches. In
addition to being independent of the system, i.e., it needs only the text,
this approach provides quite good results (see Table 9 for examples).
However, the major weakness is that it requires a large number of fea-
tures for being effective. In our previous research (Budhi et al., 2017,
2021), we proved that BOW needs at least 500,000 features to achieve
good results with real world datasets such as Yelp!. Similarly, a 1M
vocabulary has been previously used for CBOW (Ren and Ji, 2017). This
requirement slows down the training process considerably and usually
requires very powerful computing facilities.

The second form of content-based approach attempts to extract in-
formation and property of the text, such as the length of text, total
words, and total sentences, in addition to linguistic characteristics of the
text, such as POS, subjectivity, complexity, diversity, similarity and so
on (Rout et al., 2016; Zhang et al., 2016; Wahyuni and Djunaidy, 2016;
Heydari et al., 2016; Wang et al., 2016; Hazim et al., 2018). Some ap-
proaches extract more interesting features, such as readability scores
(Hazim et al., 2018), sentiment polarity score (Akram et al., 2018; Rout
et al., 2016; Wahyuni and Djunaidy, 2016; Hazim et al., 2018), the ex-
istence of spam terms (Bajaj et al., 2017; Rout et al., 2016; Rathore et al.,
2018), and the existence of emoticons, tags and URLs in the text body
(Rathore et al., 2018). This type of content-based featuring is more
lightweight compared to textual-based featuring — for example, we used
only 80 features in this study compared to 500,000 features in our
previous study. This approach, too, is independent of the system, as it
requires only the text. When it is used alone, however, this approach
usually does not provide good results; it can deliver better results only
when combined with other featuring methods.

Behaviour-based featuring focuses more on the behaviour of the re-
viewers rather than their reviews. In this approach, features are
extracted from the personal information and behaviour of reviewers,
such as their user ID, active tenure, ratings given, date of reviews, fre-
quency of reviews, total reviews, and the types of products reviewed
(Barbado et al., 2019; Savage et al., 2015; Yuan et al., 2018; Tang et al.,
2020; Li et al., 2015; Kumar et al., 2018; Dong et al., 2020). Some re-
searchers have extended their approach by calculating the honesty,
trustworthiness and reliability of the reviewers (Wahyuni and Djunaidy,
2016), checking the IP address, location, cookies of the reviewers (Bajaj
et al.,, 2017; Li et al., 2015), and creating matrixes of features (Yuan
et al., 2019), among others. This approach is lightweight, needs only a
small number of features and, if designed properly, can deliver good
results. However, it is fully dependent on the additional information
(meta data) provided by the system. Different systems would produce
different sets of features, and therefore, any research output can only be
applicable to a particular system and the tested datasets.

Several researchers have also combined behaviour-based featuring
with content or textual-based featuring to achieve better results (Bajaj
et al., 2017; Rastogi et al., 2020; Martens and Maalej, 2019; Wang et al.,
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Table 1

An overview of related work.

Electronic Commerce Research and Applications 47 (2021) 101048

Featuring type

Dataset Domain (*)

Algorithm

Textual-based

Textual- and content-
based

Textual- and
behaviour-based

Content- and
behaviour-based

Behaviour-based

Hotel (public (Ott et al., 2013)

Hotel-Restaurant-Doctor (public (Li et al.,
2014)

Unlabelled samples
Amazon
Hotel-Restaurant

Hotel-Restaurant-Doctor (public (Li et al.,
2014)

Yelp [CHI-Split] (Hotel-Restaurant, public (
Rayana and Akoglu, 2015)

Hotel (public (Ott et al., 2013)
Yelp (Hotel-Restaurant, public (Mukherjee
et al., 2013)

Yelp [CHI, NYC, ZIP] (public (Rayana and
Akoglu, 2015)

Facebook

Reviews from different users

Amazon

Google Playstore Apps

Yelp [CHI-Split] (Hotel-Restaurant, public (
Rayana and Akoglu, 2015)

Yelp (variety, public (Barbado et al., 2019)
Yelp [CHI, NYC, ZIP] (public (Rayana and
Akoglu, 2015)

Apple Store App

Amazon

Mobile_01

Yelp [CHIOP, NYCOP]
Yelp (variety)
Restaurant (Dianping)

Positive Unlabelled-Learning (PU-L), Naive Bayes (NB), Support Vector Machines (SVM) (Hernandez Fusilier
et al., 2015);

NB, SVM, Decision Tree (DT), Random Forests (RF), Gradient-Boosted Trees (GB) (Etaiwi and Naymat,
2017);

Deceptive Review Identification by Recurrent Neural Network (DRI-RCNN), SVM, Convolutional Neural
Network (CNN), Gated Recurrent Neural Network (GRNN) (Zhang et al., 2018)

DRI-RCNN, SVM, CNN, GRNN (Zhang et al., 2018);

SVM, CNN, Recurrent Neural Network (RNN), GRNN, Bi-directional average GRNN (B-GRNN) (Ren and Ji,
2017)

PU-L, NB, SVM (Hernandez Fusilier et al., 2015)

Bagging(SVMs, Product Word Composition Classifier (PWCC)) (Sun et al., 2016)

Multinomial NB (MNB), k-Nearest Neighbours (k-NN), DT, RF, Rocchio, SVM, Stochastic Gradient Descent
(SGD), Minimum Description Length Text (MDLText), Perceptron (Cardoso et al., 2018)
Sentence-Weighted Neural Network (SWNN), Long Short-Term Memory (LSTM), SVM (Li et al., 2017)

RESCAL, SVM (Wang et al., 2016);
CNN (Wang et al., 2017);
CNN, Attribute Enhanced Domain Adaptive (AEDA) (You et al., 2018)

DT, SVM, NB, Principal Component Analysis (PCA), k-NN (Rout et al., 2016)

Adaptive Boosting (AB), XGBoost, Generalised Boosted Regression Mode (GBM) Gaussian, GBM Poisson,
GBM Bernoulli (Hazim et al., 2018);

NB, SVM, DT, RF (Zhang et al., 2016)

SpEagle, Light-weight SpEagle (Rayana and Akoglu, 2015);

SVM, Logistic Regression (LR), Multilayer Perceptron (MLP), NB Rastogi et al. (Rastogi et al., 2020)
Bayesian Network, Jrip, Decorate, RF, DT, k-NN, LR, SVM (Rathore et al., 2018)

Rule-based Spam review detection Bajaj et al. (Bajaj et al., 2017)

Feature-Centric Model for Review Spam Detection (FMRSD) (Akram et al., 2018);

Cosine Similarity, Time-series Spam Reviews Detection (Heydari et al., 2016);

Iterative Computation Framework (ICF + ), Frequent Pattern Growth (FPGrowth), Jaccard Coefficient (
Wahyuni and Djunaidy, 2016);

AB, XGBoost, GBM Gaussian, GBM Poisson, GBM Bernoulli (Hazim et al., 2018)

Behaviour-feature Generative Adversarial Network (bfGAN) (Tang et al., 2020)

LR, DT, RF, Gaussian NB (GNB), AB (Barbado et al., 2019)

Hierarchical Fusion Attention Network (HFAN) (Yuan et al., 2019);

Target product identification and the meta-path feature weight calculation (TM-DRD) (Yuan et al., 2018);
RF, DT, MLP, SVM, GNB (Martens and Maalej, 2019)

Autoencoder, Neural Decision Forest (Dong et al., 2020);

Detect the proportion of reviews that disagree with the mean rating (Savage et al., 2015)

HFAN (Yuan et al., 2019)

TM-DRD (Yuan et al., 2018)

LR, k-NN, NB, AB, RF, SVM (Kumar et al., 2018)

SVM (Li et al., 2015)

(*) References are only provided for publicly available datasets.

2017, 2016; Akram et al., 2018; Rayana and Akoglu, 2015; You et al.,
2018; Rout et al., 2016; Zhang et al., 2016; Wahyuni and Djunaidy,
2016; Heydari et al., 2016; Hazim et al., 2018; Rathore et al., 2018). Our
proposed method takes a unique approach and incorporates behaviour-
based features from the products’ perspective, which helps improve the
fake and genuine class accuracies further after the sampling process. In
this study, our behaviour-based features have been designed to be as
general as possible — using only four (4) additional pieces of information
that usually exist in any online product review system. These are: User
ID of the reviewer, Product ID of the reviewed product/service, the re-
view date, and the ranking/stars given to the product/service in the
review. We process the above-mentioned information to extract 49
behaviour-based features. We also deal with the imbalance issue, which
is known to be an impediment for training machine learning detection of
minority samples from majority samples and could eventually lead to
false sense of success. To do so, we propose a dynamic random sampling
method that can increase the minority class or decrease the majority
class based on their current composition immediately before the start of
the training process. We implement this approach to a wide range of
machine learning and deep learning classifiers that have performed well
in our previous studies. In addition, to speed up the slow process of
experiments using n-fold CV, we propose a parallel version of our

approach to significantly accelerate the process in a parallel environ-
ment, i.e. in a High-Performance Computing (HPC) facility.

3. Datasets and features

As discussed in the previous section, we have used Yelp fake review
datasets from Rayana and Akoglu (Rayana and Akoglu, 2015). There is a
total of four datasets, namely YelpChi Hotel, YelpChi Restaurant, Yelp-
NYC and YelpZIP. These datasets are highly imbalanced, since only
around 10% of total reviews are fake (see Table 2. They contain records
that have been manually labelled from the original Yelp! dataset;
however, because of information reduction, they are not as complete as
the raw dataset published by Yelp! (Yelp, 2019). Information inside each
Yelp fake review dataset includes the user ID, product ID, given ratings,
date, fake/genuine label and user review text. The YelpChi datasets
contain reviews for a set of restaurants and hotels in the Chicago area;
the YelpNYC dataset contains reviews for restaurants located in New
York City; and the YelpZIP dataset contains reviews for restaurants with
various zip codes in the United States covering a geographical region
that includes New York, New Jersey, Vermont, Connecticut, and
Pennsylvania.

We defined our features based on the information provided in the
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Table 2
The statistics of Yelp fake review datasets.
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Name Total sample Fake reviews Genuine Reviews Total users Total products
Total % Total %

YelpChi H (Hotel) 5854 778 13.29 5076 86.71 5026 72

YelpChi R (Restaurant) 61,541 8141 13.23 53,400 86.77 33,037 129

YelpNYC 359,052 36,885 10.27 322,167 89.73 160,225 923

YelpZIP 608,598 80,466 13.22 528,132 86.78 260,277 5044

datasets, and they are listed in Table 3. Next, we built a feature-
extraction mechanism to be used in supervised machine learning clas-
sification training. Of the features, 80 are content-based features pro-
cessed directly from the text; four are additional information about the
review (user ID, product ID, review date and the rating given); and 25
features are behaviour-based features extracted from the former 4 fea-
tures. Additionally, we added another 24 behaviour-based features
extracted from the products or services that were reviewed. Several
content-based features were extracted using several components from
the Natural Language Toolkit (NLTK, 2019) and textstat (Bansal and
Aggarwal, 2019). Similarly, the remaining features, such as detecting
words with capitalised 1st letter, negative terms and elongated words,
creating all linguistic characteristic features, all user-perspective and
product-perspective behaviour-based features, were extracted using
functions and formulas that we built using the Python programming
language.

The reason for creating many features is to provide as many traits of
the user-review data as possible to train machine learning. A large
number of facet features will help the machine learning predictors
generalise and recognise target classes. The feature extraction process is
designed to have four separate sections (see Fig. 1). The first section is
content-based featuring that extracts features directly from the text re-
views. Therefore, we call these features review-perspective content-based
features. The 80 features in this section are categorised into 6 groups
based on their functions (see Table 3 for the justification of each func-
tion). Group A is about some basic information that we can extract from
the text. Group B (POS) consists of 36 POS tags based on Penn POS
(Buchholz, 2002). In Group C, we capture the linguistic traits of the text.
Group D (readability scores) consists of features extracted using func-
tions from the textstat project (Bansal and Aggarwal, 2019). We
compiled the spam dictionary from various Internet resources (Shu-
teyev, 2018; Perelsztejn, 2017; Pels, 2019) for Group E (spam terms),
whereas we used SentiWordNet 3.0 (Baccianella et al., 2010) as a dic-
tionary to extract sentiment features for Group F (sentiment analysis).

The second section is about the information or meta data that sup-
ports the reviews, and it is further split into two groups. The first group
(G) includes information about the reviewer: their ID, date of birth,
location, city, IP address, and so on. The second group (H) includes
additional information about the review itself, such as the reviewed
product/service, rank/star given to the product/service by the reviewer,
and the review date. While many features could exist for Group G, we
use only one feature for this group in our study: User ID of the reviewer,
since it is the only attribute in Rayana & Akoglu’s datasets for this group.

The final two sections are behaviour-based featuring sections. We
call Section 3 user-perspective behaviour-based features because features
from the perspective of the user are created in this section. The section
consists of 25 reviews divided into 3 groups: basic user behaviour, user
behaviour based on time difference, and their behaviour based on the
ranks/stars given by them. All features in this section will be the same
for all reviews by the same user (grouped by the user ID). The final
section is still about behaviour of the reviewers and is similar to Section
3, but from the perspective of the reviewed product/service; therefore,
we call this section product-perspective behaviour-based features. All fea-
tures in this section will be the same for all reviews about the same
product (grouped by the product ID). The features from the products’
perspective are expected to improve detection accuracy of the genuine

class. While some features have already been suggested in the literature,
many of these features are new to the literature and help to boost the
accuracy of fake review class detection.

4. Methods

The datasets used in our study are imbalanced datasets, which could
affect prediction (Zhang et al., 2016; Mukherjee et al., 2013; Hu et al.,
2019). Hence, our sampling process has been designed to optionally
implement random over or under-sampling in order to overcome the
issue of imbalanced data. The flowchart for the sampling process and the
entire system can be seen in Figs. 2 and 3, respectively.

Once the fake review dataset has been loaded, all required settings,
such as the feature groups used, type of sampling (under-sampling, over-
sampling or no sampling), number of folds for the n-fold CV, are loaded
to properly drive training and testing. All extracted features are nor-
malised using the Min-Max Normalisation technique. Without normal-
isation, the scale range of each feature could be different, which will
impact the training process. After normalisation, the data is split to be n-
fold and then grouped into either the training set or the test set for each
fold.

Next, the sampling process is applied to the training sets. For random
under-sampling or over-sampling, we use methods similar to those
implemented by Hu et al. (2019); these methods have shown good po-
tential to overcome the class imbalance problem (Budhi et al., 2021).
Note that we apply the sampling methods to only the training sets. This
helps avoid the possibility of overfitting during the training phase,
especially on the over-sampling method where a new record is created
by randomly copying one of the existing records. The sampling process
works dynamically based on the current composition of minority and
majority class features immediately before the training process begins.
This will reduce the majority class in under-sampling, or increase the
minority class in over-sampling, to a new ratio that can be set before-
hand. However, for the sake of simplicity, we always set the ratio to be
1:1 in this study. Following sampling, as depicted in Fig. 3, the n-fold CV
process is run according to the assigned classifiers. Finally, after deter-
mining the best classifier for detecting fake reviews, all information and
the detailed results are written to a file.

A parallel processing approach is implemented to accelerate the n-
fold CV process (see Fig. 4). The idea is simple; all CV processes are
assigned to different CPUs so that, instead of iterating for n times, the CV
processes run on n parallel CPUs. Upon completion, each CV fold process
writes its result to a temporary file and checks whether other processes
have completed. If other processes have completed, this process com-
piles all the temporary results from other CV processes, calculates the
average of measurements and the running time of the entire process, and
finally compiles the results file before terminating. Otherwise, the pro-
cess does no further work and terminates. The CV process has been split
into two different pieces of code. The first piece is related to initialisa-
tion and data preparation, which, upon completion, will create n jobs of
the second piece for running each CV fold process on different CPUs. See
Fig. 4 for the list of procedures that are handled by each piece of code.

We have implemented and tested a number of machine learning and
deep learning classifiers for detecting fake reviews in this work. These
classifiers are often used in text analysis in general, and they have shown
excellent performance in our previous research on textual-based
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Table 3
Features.
No. Group Description References Justification
Section 1: Review-perspective content-based features
1-4 A: Basic text Total (letters, words, stop words, sentences) in the (Akram et al., 2018; Rout Fake reviews are written to falsely persuade people
information review etal., 2016; Zhang et al., 2016; about something and various means are used to
Martens and Maalej, 2019) achieve this. In this group, we capture the
5 Total words with capitalised 1st letter (Rout et al., 2016) characteristics of the text to differentiate between
6 Total negative terms (e.g. ‘does not’, ‘do not’, ‘will (Rout et al., 2016) fake and genuine reviewers
not’, etc.)
7 Total elongated words (e.g. ‘Yesss’, ‘fiiine’, ‘yoouw’,  —
etc.)
8-9 Total exclamation and question sentences -
10 The existence of weblink inside the text (Rathore et al., 2018)
11-46 B: POS Total existence of 36 Tags of Penn POS (Buchholz, (Rout et al., 2016; Zhang et al., As in Group A, here, we capture text traits based on
2002) 2016; Wahyuni and Djunaidy, Penn POS, such as verbs, nouns, and adjectives.
2016)
47 C: Linguistic The ratio of adjectives and adverbs (Zhang et al., 2016) In this group, we define more complex/advanced
48 characteristics Average of number of words per sentence (Routetal., 2016; Zhang etal.,  traits of the text by calculating the ratio of adjectives
2016) to verbs, averaging total words per sentence, etc.
49 The ratio of word repetition to total words (Zhang et al., 2016) This is because the writing of professional fake
50 The average number of letters per word (Rout et al., 2016; Hazim reviewers is usually more structured than common
et al., 2018) reviewers.
51 Average of words with 1st capital to total sentences. ~ —
52 The ratio of words with 1st capital to total words (Zhang et al., 2016)
53-55 Total of (1st, 2nd, 3rd) person pronouns (Akram et al., 2018)
56-58 The ratio of (1st, 2nd, 3rd) person pronouns to total (Luca and Zervas, 2016;
pronouns Rastogi et al., 2020; Zhang
et al., 2016)
59-65 D: Readability scores (  Flesch reading ease, Simple Measure of - Here, we score the readability of the text with the
Bansal and Aggarwal, Gobbledygook (SMOG) index, Flesch Kincaid grade, purpose of differentiating fake reviews which try to
2019) Coleman-Liau index, Gunning fog index, Dale-Chall convince the reader about something to genuine
readability and Linsear Write formula. reviews that are written to express the reviewer’s
66 Automated readability index (ARI) (Hazim et al., 2018) like or dislike of a product/service.
67 Difficult words -
68 Estimation of school grade level required to -
understand the text.
69 E: Spam term Total spam terms (Bajaj et al., 2017; Rout et al., ~ Fake reviewers have tendency to use jargon and
2016; Heydari et al., 2016; bombastic terms that can be categorised as spam
Rathore et al., 2018) terms.
70 Average of Spam term per sentence -
71 The ratio of spam term to non-spam words -
72 F: Sentiment analysis (  Total of sentiment terms - While sentiment words are used by both fake and
73-75 Baccianella et al., Total of (positive, neutral, negative) of sentiment (Akram et al., 2018; Wahyuni genuine reviewers, fake reviewers could use them
2010) terms and Djunaidy, 2016) more often in order to convince readers about
76-77 The ratio of (positive, negative) sentiment to neutral ~ (Zhang et al., 2016) liking/disliking a product/service.
terms
78 The ratio of negative to positive sentiment terms (Rastogi et al., 2020; Zhang
et al., 2016)
79-80 (Positive, negative) sentiment scores (Akram et al., 2018; Rout

Section 2: Basic Information
81 G: User Info

82-84 H: Basic info

User ID

Product ID, rank/star given, the month when the
review was written

Section 3: User-perspective behaviour-based features

85-88 I: Basic user behaviour

89-93 J: Behaviours based
on time difference

94-100 K: Behaviours based
on rating/star given

101-105

106-108

User tenure, total reviews given by the user, total
products reviewed by user and total rank/stars
given by the user.

Minimum, maximum, mean, median and coefficient
of variation of the time difference between two
consecutive reviews.

Minimum, maximum, mean, mode, variance,
standard deviation, and entropy of ratings/stars
given by the reviewer

Total of 1, 2, 3, 4 and 5 stars given by the reviewer

The ratio of the number (positive, neutral, negative)
rank/stars given to total rank/stars given by the
reviewer

et al., 2016; Hazim et al.,
2018)

(Bajaj et al., 2017; Barbado
et al., 2019)

(Rout et al., 2016; Zhang et al.,
2016; Hazim et al., 2018;
Heydari et al., 2016)

(Barbado et al., 2019; Akram
et al., 2018; Heydari et al.,
2016; Kumar et al., 2018;
Dong et al., 2020)

(Kumar et al., 2018; Heydari
et al., 2016)

(Savage et al., 2015; Rout

et al., 2016; Kumar et al.,
2018; Dong et al., 2020)
(Barbado et al., 2019; Dong
et al., 2020)

(Barbado et al., 2019; Zhang
et al., 2016; Dong et al., 2020)

User ID or/and other information that can point to
someone, a place, or computer IP, is useful to
identify a fake reviewer based on the previous
evidence.

Here, we capture basic habits of the reviewer.

In this group, we feature the basic behaviour of
users.

These features capture details of user’s behaviour
based on the time they are active.
We create these features to present more behaviour

of users based on their tendency to give certain
stars/ranks in their reviews.

(continued on next page)
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Table 3 (continued)
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No.

Group

Description

References Justification

109

Ratio of the number of positive to negative rank/
stars given

Section 4: Product-perspective behaviour-based features

110-112

113-117

118-124

125-129

130-132

L: Basic user
behaviour

M: Behaviours based
on the time difference

N: Behaviours based
on rating/star given

Total reviews for the product/service, total users
who reviewed the product/service and total rank/
stars given for the product/service.

Minimum, maximum, mean, median and coefficient
of variation of the time difference between two
consecutive reviews of the product/service.
Minimum, maximum, mean, mode, variance,
standard deviation, and entropy of rating/stars
given to the product/service.

Total of 1, 2, 3, 4, and 5 stars given to the product/
service.

The ratio of the number (positive, neutral, negative)
rank/stars given to the total rank/stars given to the
product/service.

The ratio of the number positive to negative rank/

stars given

(Barbado et al., 2019; Zhang
et al., 2016; Dong et al., 2020)

- In this group, we feature the basic behaviour of
users in relation to a particular product.

- These features capture details of user’s behaviour
based on the time certain products/ services were
reviewed.

- These features capture the behaviour of users
towards a product based on the stars/ ranks given to
a product.

sentiment analysis (Budhi et al., 2017, 2021; Lo et al., 2017), classifi-
cation and ranking of high value audiences (Lo et al., 2015, 2016) and
malicious web domain identification (Hu et al., 2019; Hu et al., July,
2016). Specifically:

a. Four single classifier models LR (Menard, 2010), Linear-kernel SVM
(Campbell and Ying, 2011; Chang and Lin, 2011), MLP and DT are
considered. An improved version of the MLP (Glorot and Bengio,
2010; Kingma and Adam, 2015), which is more reliable than the base
version (Rumelhart et al., 1986), is used in this study. The DT model
(Quinlan, 1986) was included because it is typically used as a base
classifier for ensemble models (e.g., Bagging Predictors (BP), RF, and
AB).

b. Four ensemble models RF (Breiman, 2001), GB (Friedman, 2001), BP
(Breiman, 1996) and AB (Zhu et al., 2009) are used. In addition to the
default base predictor (DT), three other single classifiers (LR, SVM,
and MLP) are applied as the base predictors for BP, and the LR and
SVM are used as base predictors for AB. The MLP is not compatible
with AB.

c. Two deep learning models CNN (Yu et al., 2016; Krizhevsky et al.,
2017) and Feed-Forward Deep Learning (FFDL) are used. The CNN
has been successfully used in many areas, including fake review
detection (Zhang et al., 2018; Budhi et al., 2021). Theoretically, the
training performance of CNN is only slightly worse than the standard
feed-forward neural network (Krizhevsky et al., 2017). FFDL is an
MLP built using deep learning libraries such as TensorFlow, Theano
and Keras (Lee et al., 2017). While similar to the MLP, it also inherits
some advantages of deep learning components, such as GPU-enabled
processing, more efficient modelling of neural layers and several
choices of activation functions.

We built all machine learning classifiers and ensembles using scikit-
learn components (Scikit-learn, 2019). To ensure the results can only be
affected by the implementation of our approach and not by the modi-
fication of classifier parameters, we used the default parameters for all
single classifiers. We applied the same approach of using the default
parameters for the ensemble models, with the exception of applying
different base-classifiers for BP and AB, in order to investigate the
impact of different base classifiers for fake review detection. For deep
learning models, the classifiers were built using Keras components
(Keras, 2019). Since Keras does not provide default settings for the CNN
and FFDL, we used previously developed models that performed well in
our previous study (Budhi et al., 2021), with minor adjustments for

tackling fake review detection. The configurations of deep learning
models used in this study can be seen in Table 4.

5. Measurements

We implemented measurement components from scikit-learn (Scikit-
learn, 2019) for performance measurements in our experiments. These
measurements and their respective formulas can be found in Table 5.

6. Results and discussion

In this work, all experiments were conducted using the 10-fold CV
method, except for parallel CV experiments, where we investigated the
performance of parallel processing for CV. We used components from
scikit-learn (Scikit-learn, 2019) for the machine learning classifiers,
Min-Max normalisation formula, CV process, and measuring the results
(accuracy, precision, recall and F1). Additionally, we used components
from the Natural Language Toolkit (NLTK, 2019) and textstat (Bansal
and Aggarwal, 2019) for extracting the features. As discussed earlier, we
used Yelp’s fake review datasets from Rayana and Akoglu (Rayana and
Akoglu, 2015). The experiments focused on the following:

1. investigating whether random over-sampling or under-sampling can
increase the accuracy of the minority class (fake reviews).

2. investigating the effect of content-based and behaviour-based
features.

3. identifying the best machine learning or deep learning classifier to
detect fake reviews.

4. investigating the improvement in processing speeds with parallel
processing in the n-fold CV process.

6.1. Sampling or not sampling

As briefly mentioned earlier, imbalanced data can, theoretically,
affect the prediction performance. To investigate this, we conducted a
set of experiments on the four datasets from Table 2 and all the features
in Table 3, using three best single classifiers identified in our previous
studies (Budhi et al., 2017, 2021), namely the MLP, LR and SVM linear
kernel. The results of these experiments are listed in Table 6. We
calculated the overall accuracy using sA. For detailed accuracy, we
calculated the sA of only the particular class, i.e., total correct pre-
dictions of fake class testing samples against total fake class testing
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samples. It needs to be mentioned that since fake review detection is a
binary-target problem, detailed sA and binary recall (bR) will produce
the same score for each class.

Results in Table 6 show that overall measurements of the prediction

are good for all datasets, with best performance for the smaller datasets
(almost 100% for YelpChi Restaurant and 97% for YelpChi Hotel data-
sets). However, upon closer inspection of the accuracy of each class, we
observe that the accuracy of minority class (i.e., fake reviews) in larger
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datasets (YelpZIP and YelpNYC) is much lower compared to the majority
class (i.e., genuine reviews). This is undesirable because we are building
a fake review detection system, not the opposite. The accuracy com-
parison also shows that measuring only the overall results, without
checking each target class, could lead to incorrect assumptions about the
effectiveness of the algorithms. To overcome this problem, we imple-
mented random sampling techniques.

Random over-sampling and under-sampling have their strengths and
weaknesses. The main strength of over-sampling is it provides enough
data for the minority class, which is essential for training in machine
learning. However, random over-sampling creates duplicates, which can
lead to overfitting. In contrast, random under-sampling does not create
duplicates, since it reduces the size of the majority class. However,
under-sampling can lead to deletion of some important traits of the
majority class. The other weakness of under-sampling is that, if the
minority class is too small, it will significantly reduce the number of
majority class samples, when theoretically, machine learning algorithms
need a large amount of data to perform well. Since the imbalance
problem is observed only on the two big datasets (YelpNYC dan YelpZIP)
we focused on these two datasets for our experiments on data sampling.
The results of these experiments can be seen in Figs. 5 and 6.

Fig. 5 shows that, for both datasets, random sampling methods
reduced the overall accuracy and recall but increased the overall pre-
cision. Most importantly, from Fig. 6, we can see that under and over-
sampling increased the accuracy of fake class from 16% to 86% and
85% for the MLP, respectively, on the YelpZIP dataset. However, the
genuine class accuracy was reduced from 98% to 68% and 69%. Similar
results were obtained for the YelpZIP and YelpNYC datasets on all three
classifiers tested. These results prove that sampling methods can
improve the detection of fake reviews on imbalanced datasets but, at the

Table 4
Configurations of deep learning classifiers.
Model Configuration
FFDL Base 3 x Dense(100, relu) - Dense(2, sigmoid)
CNN Type 3 x Convolution2D(32, relu, kernel 3x3) - MaxPooling —

1 3 x Convolution2D (64, relu, kernel 3x3) — MaxPooling - Dense(1024,
relu) - Dense(512, relu) - Dense(2, sigmoid)
CNN Type 2 x Convolution2D (32, relu, kernel 3x3) - MaxPooling —
2 2 x Convolution2D (64, relu, kernel 3x3) - MaxPooling —
2 x Convolution2D (128, relu, kernel 3x3) - MaxPooling - Dense(1024,
relu) - Dense(512, relu) — Dense(2, softmax)

same time, increase the misdetection of genuine reviews.

6.2. Effect of features

In this section, we present the results of our investigation into the
effect of each feature group (listed in Table 3) on the prediction per-
formance. 10-fold CV experiments were run on the MLP classifier, which
is the best classifier from previous experiments, and, for the sake of
simplicity, only the biggest dataset (YelpZIP) was used. Features were
built using under-sampling and over-sampling, which can improve the
performance of fake review detection on the YelpZIP dataset as dis-
cussed in the previous section.

In Fig. 7, we can see that Groups I, J and K (user-perspective
behaviour-based features), in general, improved the prediction accuracy
the most compared to other groups. In contrast, Groups A-F (review-
perspective content-based features) and G-H (basic information extrac-
ted directly from the dataset structure), while still significantly
improving the detection of fake review class, provided smaller im-
provements to the overall and detailed accuracy. There were some
interesting observations for Groups L, M, and N (product-perspective
behaviour-based features). These groups did not increase the detection
accuracy of fake review class as much as other groups, but also did not
reduce the detection accuracy of genuine class as much as other groups.
However, when combined with other groups, the unique attributes of
these groups helped increase the detection accuracy of genuine review
class, which is otherwise heavily reduced due to sampling. Fig. 8 and
Table 7 show that all feature groups, when combined, can improve
detection accuracy of fake review class without making great reduction
in the detection accuracy of genuine review class. Regarding the smaller
datasets in particular, the overall group combination can provide
excellent accuracies for both fake and genuine review classes (see
Table 6 and Fig. 9). While some behaviour-based combination such as
LJK or IJKLMN provided the highest accuracies for the fake class in over
and under-sampling, their accuracies in terms of the genuine class were
not good. Hence, we consider the combination of all groups the best,
since such a combination provided better scores than other combina-
tions. Therefore, all the features were used for the next set of
experiments.

6.3. Investigation of best classifiers

We ran experiments with several machine learning, deep learning
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Table 5
Measurement functions and formulas.
No Name Sklearn Function Equation
1 I(SS):I)ct—match/ subset-accuracy accuracy score() SA =A®Y,y) = — :f’l")"'“ ™ (Y& =yx)wherey is the set of predicted pairs, ¥ is the set of true pairs, and
s 2k
Tsamples 1S total samples.
2 Balanced-accuracy (blA) E))alanced_accuracy_score blA = % (# + MT fp) where tp is true positive, fn is false negative, tn is true negative and fp is false
positive
3 Weighted-precision (wP) and precision_score() tp
X L wP = P )bP = P(y;, = ———where L is set of classes, y; is the subset of y with class [
binary-precision (bP) EleL 7 |§|}’1| 1. 3) 01 3) e ﬁ? n y
4 Weighted-recall (wR) and binary-  recall_score()
WR = 1|Ry1 y1)bR = Rlvl:—
recall (bR) Zzab’d%‘y | 0.y ouy) P
5 Weighted-Fmeasure (wF1) and f1_score() N P(y1.3)*Ryi, 3)
: WwFl = = 1|F1 (v, 71)bF1 = F1(y, 31) = 2%~
binary- Fmeasure (bF1) 215L| ‘%;b' [F10n.31) 0. 51) P(y, 21) + RO 3)
6 Average-precision (AP) average_precision _score = >".(Rn — Rq—1)P,where P, and R, are the precision and recall at the n-th threshold
0
7 ?}:::al:;:é:ec ll;:fé:n(/;j (:geratmg roc_auc_score() AUC = p (c ZJ . Eb Jp() Uk)(AUC(j|k) +AUC(k|j) )where c is the number of classes and AUC(j|k) is the
AUC with class Jj as the positive class and class k as the negative class
Table 6

Results of prediction without feature-sampling the datasets

Classifier Dataset Overall Measurements Detailed sA (%)
sA (%) wP (%) WwR (%) wF1 (%) Fake Genuine
MLP YelpZIP 87.37 84.55 87.37 84.31 17.58 97.99
YelpNYC 89.92 87.00 89.92 86.33 7.73 99.30
YelpChi R 99.70 99.70 99.70 99.70 98.27 99.92
YelpChi H 97.83 97.84 97.83 97.77 86.42 99.61
Average 93.70 92.27 93.70 92.03 52.50 99.20
LR YelpZIP 86.99 83.33 86.99 82.54 8.04 99.00
YelpNYC 89.76 86.00 89.76 85.23 1.64 99.83
YelpChi R 99.73 99.73 99.73 99.73 98.10 99.98
YelpChi H 96.24 96.22 96.24 96.05 75.49 99.41
Average 93.18 91.32 93.18 90.88 45.82 99.55
SVM YelpZIP 86.96 83.48 86.96 81.75 4.25 99.55
YelpNYC 89.75 85.44 89.75 84.92 0.08 99.99
YelpChi R 99.74 99.74 99.74 99.74 98.20 99.98
YelpChi H 97.69 97.68 97.69 97.63 85.52 99.57
Average 93.54 91.59 93.54 91.01 47.01 99.77

and ensemble models that are often used for text analysis to determine
the best classifier for fake review detection. The selection of classifiers
was inspired by the excellent results they provided in our previous
studies (Budhi et al., 2017, 2021). No sampling settings were used for
the two small datasets (YelpChi Hotel and Restaurant), whereas under
and over-sampling of features were conducted for the larger datasets

(YelpNYC and YelpZIP). All the features listed in Table 3 were used
because, as discussed above, we consider the combination of all features
to be the best for this problem.

We can see in Fig. 9 and Fig. 10 that all the classifiers used for pre-
diction in our experiments performed well for both the smaller datasets,
especially the YelpChi Restaurant dataset. Similarly, after applying
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under-sampling on the big datasets (see Figs. 11 and 12), the accuracy of
classifiers for the fake review class was quite high. The prediction ac-
curacy of all classifiers, except the DT and AB(LR), was above 80%, with
accuracies of DT and AB(LR) being 70% and 79%, respectively. The
highest subset accuracy for the fake review class was obtained by the
CNN Type 1 with over-sampling — above 88% for both the bigger
datasets (YelpNYC and YelpZIP). However, with sampling, the predic-
tion accuracies for the genuine review class were not as high (only be-
tween 65% and 67%). Nevertheless, these results are acceptable since
the purpose of this research is to detect fake reviews, and not genuine
reviews. The second-best classifier was the GB ensemble with 87% ac-
curacy for the fake review class.

We also discovered that several classifiers, such as the DT, RF, BP
(DT) and CNN Type 2 did not perform well with over-sampling (see
Figs. 13 and 14). While these classifiers increased the accuracy of the
fake review class, the accuracy was not as high as other classifiers. In the
case of CNN, we can see that CNN Type 1, which uses 3 convolutional
layers of 32 neurons followed by 3 more convolutional layers of 64
neurons, is more stable than CNN Type 2. CNN Type 2, which uses
2 x 32 convolutional layers, 2 x 64 convolutional layers and 2 x 128
convolutional layers, shows more unstable behaviour. Whilst it provided
slightly better results than Type 1 with under-sampling, it performed
poorly with over-sampling, especially on the biggest dataset (YelpZIP).

The DT is the likely source of the problem, since it is the base clas-
sifier of both the RF and BP(DT). The DT with default parameters cannot
be applied to big datasets. Under-sampling reduces the size of the
training set to almost half the smaller class (fake class), which is only
10% in YelpNYC and 13% in YelpZIP. In this case, the DT and DT-based
ensemble models can run well. On the other hand, over-sampling in-
creases the amount of training data to be almost double the bigger class

(genuine class). On 1:1 ratio oversampling, the process randomly rep-
licates the fake class samples to make them as numerous as the genuine
class samples. This process made the over-sampled YelpNYC and Yelp-
ZIP too big to be handled well by the DT and DT-based ensemble models.
However, when combined with a boosting procedure such as the AB
ensemble, the DT provides better accuracy for detecting the fake review
class.

6.4. Speeding up CV using parallel processing

N-fold CV often takes time, especially when we choose higher n, such
as the 10-fold CV. In a 10-fold CV process, we need to run training and
testing 10 times with different sets of train-test data. If run only for a
single set of features, a single dataset on a single classifier, its processing
time is still reasonable. However, the time required is significantly
higher when investigating combinations of several sets of features from
multiple datasets and with multiple classifiers.

Our experiments were run on the HPC facility at the University of
Newcastle (UoN), Australia. This facility has 4,000 usable cores for 120
CPU nodes and 6 GPU nodes, with up to 512 GB RAM. To further speed
up the experiments, each validation process in CV was individually
assigned to different CPU nodes, as depicted in Fig. 4; and all processes
should, theoretically, run at the same time. To investigate the impact of
this method on accelerating the overall process, we ran CV for settings
ranging from 2- to 10-fold, using all feature groups, the biggest dataset
(YelpZIP), LR classifier, and 10 experimental runs for each CV setting.
The experiments were run in a cluster of UoN HPC with 32 CPU nodes.
They were also run in a normal (not dedicated) environment of HPC,
where jobs from various projects simultaneously using the HPC are
queued together and wait in a queue for a free CPU node.
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Table 7
Overall and detailed sA of feature group combinations (MLP, YelpZIP)

Content-based features (Review-perspective) Basic Info Behaviour-based features Under-sampling (sA, %) Over-sampling (sA, %)
User-pers Product-pers
A B C D F G H I J K L M N Fa Ge Ov Fa Ge Ov
v v v v v 62.81 62.17 62.25 68.96 56.34 58.02
v v 75.07 62.49 64.15 77.65 60.20 62.50
v v v 86.82 65.08 67.95 88.46 64.41 67.58
v v v 52.57 66.00 64.23 56.45 62.15 61.40
v v v v v v 87.00 65.23 68.11 87.51 65.47 68.38
v v v v v v v v 86.05 66.13 68.76 87.99 64.97 68.01
v v v v v v v v v 85.73 67.46 69.87 86.74 66.74 69.38
v v v v v v v v v 64.61 65.12 65.05 66.02 63.79 64.09
v v v v v v v v v v v 83.72 68.80 70.92 86.23 66.91 69.46
v v v v v 4 v v v v v 73.66 68.97 69.45 76.49 67.04 68.28
v v v v v v v v v v v v v v 86.42 68.40 70.78 87.33 67.47 70.09
Detailed sA of single classifier models (%), no sampling
100
90
80
70
60
50
40
30
20
10
0
DT LR LSVM MLP FFDL CNNType CNNType DT LR LSVM FFDL  CNNType CNN Type
1 2 1 2
YelpChi Hotel YelpChi Restaurant
m fake ® genuine ® Overall

Fig. 9. Detailed sA of single classifier models for small datasets, without feature sampling.

We can see from Fig. 15 that parallel processing almost halved the
processing time for the 2-fold CV. Similarly, the higher the number of n-
fold, the higher the reduction in processing time was. For example, in
the 10-fold setting, the processing time with parallel CV was more than
four times less than with the iteration/normal version. However, even if
run in parallel, why was the processing time of 10-fold higher than 2-
fold? The difference between the processing times for different CV
processes is mainly because of the difference in the amount of training

data. On 2-fold, data is split equally (50% for training and 50% for
testing), whereas on 4-fold, data is split into 4 sections (3 sections to
train the classifier and 1 section for testing), and so on. On 10-fold CV,
the amount of training data is 9/10 of the whole data, and therefore, the
training time of 10-fold is the longest compared to the other settings.
Another reason is the limit of CPU nodes required for the experiments.
We ran 10 experiments for each fold setting, which means 20 CPU nodes
were required for 2-fold, 40 CPU nodes for 4-fold, and so on. 10-fold
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Fig. 10. Detailed sA of ensemble models for small datasets, without feature sampling.
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Fig. 11. Detailed sA of single classifier models for large datasets, with the under-sampling featuring approach.
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Fig. 12. Detailed sA of ensemble models for large datasets, with the under-sampling featuring approach.

ideally needs 100 nodes working together, while the limit of the cluster
used in the experiments is 32 CPU nodes; hence, not all jobs could be
served at the same time. In addition, these jobs had to queue together
with other jobs. Therefore, the standard deviation of the processing
times for 10 experiments of parallel CV is more for higher values of n.

6.5. Experiments on other datasets

To further validate the performance of our proposed approach on
different datasets, we conducted experiments using 6 public datasets

12

from the literature (see Table 1, and Table 8 for additional details). For
the following experiments, the two best classifiers from the above ex-
periments (CNN Type 1 and GB) were used on these datasets.

The datasets used by Mukherjee et al. (2013) were gathered from
Yelp! and have similar attributes to those used by Rayana and Akoglu
(Rayana and Akoglu, 2015). Therefore, we can apply all content-based
and behaviour-based features for training (A to N in Table 3). While
Mukherjee et al. did not use all the records in their datasets, we used all
the records that could be extracted from the datasets. The other two
public datasets, from Ott et al. (2013) and Li et al. (2014), were created
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Fig. 13. Detailed sA of single classifier models for large datasets, with the over-sampling featuring approach.
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Fig. 14. Detailed sA of ensemble models for large datasets, with the over-sampling featuring approach.

by domain experts, Amazon’s Mechanical Turk service (Turkers) and
hotel employees to provide false/fake reviews to some online services. Li
et al.’s Hotel dataset is the extension of Ott et al.’s dataset. These
datasets do not have information of the reviewers, time of reviews, and
the ranks/stars given. Therefore, we cannot extract our behaviour-based
features, and we can only apply Section 1 — content-based featuring (A-F
in Table 3) — for these datasets.

Predictably, we can see from Fig. 16 that our approach performed
well on Mukherjee et al.’s datasets, because these datasets are also
sourced from Yelp!. Upon further investigation, we see that our
approach performed better on the Restaurant dataset than the Hotel
dataset. One probable reason is that hotels have more complex services

than restaurants, and therefore, the reviews for hotels are also more
diverse and complex; another reason could be that chain restaurants
have less positive fake reviews (Luca and Zervas, 2016). The imbalance
issue is also a major factor. Mukherjee et al.’s hotel dataset is more
balanced than the restaurant dataset. Better balance means more varied
combination of fake review samples, which makes training and predic-
tion more difficult. With similarly balanced datasets, such as both being
imbalanced as in Rayana & Akoglu’s YelpChi Hotel and Restaurant
datasets (see Table 2) or both being balanced as in Li et al.’s datasets (see
Table 8), the results are similar for both datasets (see Table 9; nos. 5 and
6 for Rayana & Akoglu’s datasets, and nos. 8 and 9 for Li et al’s datasets).

While the content-based features used in this study were not
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Fig. 15. Speed comparison between parallel vs.
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serial (iteration) processing of n-fold CV (LR, YelpZIP).



G. Satia Budhi et al.

designed for standalone prediction (without behaviour-based features),
they performed well with GB for all sampling settings (see Fig. 17). The
accuracy of fake review class was 70% or above on all datasets. Even
with over-sampling, the accuracy of fake review class in all datasets was
in the range of 80-87%, except for Li et al.’s Restaurant dataset (75.1%).
The performance of CNN Type 1, in general, was worse than GB on Ott
et al. and Li et al.’s datasets. CNN Type 1 is probably less suited than GB
for predicting fake reviews on smaller datasets, since it performed
slightly worse than GB on the YelpChi Hotel and Restaurant dataset (see
Figs. 9 and 10). However, it generally performed slightly better than GB
on larger datasets when combined with over-sampling that makes the
large datasets even larger (see Figs. 11-14, and Fig. 16).

With all experiments having used different machine/deep learning
classifiers and ran on several different public fake review datasets, we
can safely say that our approach can, generally, be implemented for fake
review detection. The obvious limitation being that this approach has
only been tested on supervised classifiers. While applying a subset of the
feature groups is possible, it is suggested that — if the processed data
supports it — all the feature groups (A to N) be implemented to achieve
the best result (See Fig. 18).

6.6. Performance comparison with other approaches in previous studies

The performance of our approach can only be compared to other
approaches with various considerations. Many factors can influence the
results, such as the measurement formulas or tools, datasets used,
number of records involved in experiments, and how the experiments
were conducted (e.g., CV vs. traditional train-test-validation split).
Therefore, the comparisons presented in Table 9 and Fig. 19 should be
read with the following considerations in mind:

1. Our approach is only compared with other approaches tested on the
same datasets (Tables 2 and 8). These include 10 datasets and one
combination of datasets (YelpChi, which combines the YelpChi Hotel
and YelpChi Restaurant datasets). We have used all samples that
could be processed from each dataset. Note that some studies used
only a subset of the dataset, or split the dataset into subsets and
measured each subset differently. All experiments were conducted
using 10-fold CV on the two best performing classifiers (CNN Type 1
and GB), with three sampling settings (no, under and over-sampling).

2. It is impossible to ensure that all the studies used the same formulas
to measure their accuracy, precision, recall, F1, average precision
and AUC. Therefore, our results were measured using widely used
formulas for binary target prediction, which include blA, bP and bR
with the fake review class as the positive class, AP and AUC. All
measurements were in the “macro” average setting using scikit-learn
measurement components. The F1 scores were calculated using the
bF1 formula (see Table 5).

3. For comparison, we present only the best result on each dataset from
each paper, including ours. The original results from the dataset

Table 8
The statistics of several public datasets.
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creators are used as the baseline (see the underlined description and
scores in Table 9, and the left-most bar group in Fig. 19). Comparison
for all datasets is presented, except the baseline results for the
datasets by Rayana and Akoglu (Rayana and Akoglu, 2015). The
comparison with Rayana and Akoglu’s results is presented separately
in Fig. 19, since their results were measured using the AP and AUC,
rather than traditional measures (accuracy, precision, recall and F1).

Since the measurement of results can be affected by several factors,
as mentioned above, we do not claim that our proposed approach is
better or worse than other approaches and let the readers draw their
own conclusions.

As can be seen in the sampling process shown in Fig. 2, sampling was
not conducted for the test samples. Therefore, during the testing phase,
the genuine class samples overwhelm the fake class samples at a ratio of
around 9:1 (see Table 2, YelpNYC and YelpZIP). Additionally, we can see
in Fig. 13 that the sA of genuine class is lower than the sA of the fake
class. Both the above facts mean that the CNN Type 1 model generated fp
more than tp for the fake class, which is why binary precision scores for
YelpNYC and YelpZIP in Table 9 are poor. However, when another
formula such as wP (the weighted average precision of fake and genuine
classes, see Table 5) is used to calculate the precision, the precision of
CNN Type 1 (A->N) over-sampling is much better (WP of Yelp-
NYC = 90.34%; wP of YelpZIP = 88.47%).

As discussed in the “Experiments on other datasets” section, we used
only the content-based features (A to F features) for the experiments on
the datasets by Ott et al. (2013) and Li et al. (2014). However, in our
approach, the content-based features have not been designed to be used
by themselves and without other features listed in Table 3; hence, our
approach performs worse than the other approaches (as seen in Table 9
rows 7-10).

7. Conclusion and future work

Fake or fraudulent reviews on e-commerce platforms is an acute
problem, which has prompted companies and researchers to make
concerted efforts towards finding solutions. In this paper, we have
proposed 133 different unique features from the combination of content-
based and behaviour-based feature extraction approaches to be used
with machine learning classifiers for detection of fake reviews. Together,
these approaches can provide good results for all the datasets tested.
However, fine-grained analysis reveals that the accuracies of fake and
genuine classes are heavily imbalanced for the two big datasets (Yelp-
NYC and YelpZIP) - the fake review class’ accuracies are between 0.08%
and 17.58%, respectively, compared to 99.99% and 97.99% for the
genuine review class. We suspect the highly imbalanced data samples
cause imbalanced results on big datasets.

We overcame the problem of imbalanced data using random sam-
pling methods. For almost all classifiers, both sampling methods greatly
increased the accuracy of the fake review class. However, with over-

Dataset Author Domain Total record Fake Genuine Content-based Behaviour-based
Total % Total %
Mukherjee et al. (Mukherjee et al., 2013) Hotel (Yelp) 70,405 28,928 41.09 41,477 58.91 v v
Restaurant (Yelp) 70,500 9717 13.78 60,783 86.22 v v
Ott et al. (Ott et al., 2013) Hotel (Various) 1600 800 50.00 800 50.00 v
Li et al. (Li et al., 2014) Doctor (Various) 558 357 63.98 201 36.02 v
Hotel (Various) 1880 1080 57.45 800 42.55 v
Restaurant (Various) 402 202 50.25 200 49.75 v
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Table 9
Performance comparison with other studies*.
No  Domain Description Acc (%)  Pre (%) Rec (%) F1 (%)
1 Hotel Yelp (Mukherjee et al., 2013) Mukherjee et al. (Mukherjee et al., 2013), word unigrams 65.6 62.9 76.6 68.9
Hazim et al. (Hazim et al., 2018), with proposed features 87.43 62.96 43.97 51.78
(Ours) CNN Type 1 (A->N), over-sampling 77.23 68.34 80.53 73.94
2 Restaurant Yelp (Mukherjee et al., 2013) Mukherjee et al. (Mukherjee et al., 2013); word bigrams 67.8 64.5 79.3 71.1
Zhang et al. (Zhang et al., 2016), RF, verbal + non-verbal feat. 83.99 86.01 89.89 87.87
(Ours) CNN Type 1 (A->N), under-sampling 97.12 80.22 98.11 88.27
3 YelpNYC (Rayana and Akoglu, 2015) Rastogi et al. (Rastogi et al., 2020), MLP on prod.-centric subset - - 81.86 79.74
(Ours) CNN Type 1 (A->N), over-sampling 76.81 22.32 89.04 35.69
4 YelpZIP (Rayana and Akoglu, 2015) Rastogi et al. (Rastogi et al., 2020), NB on prod.-centric subset - - 90.04 70.2
(Ours) CNN Type 1 (A->N), over-sampling 77.78 28.86 88.94 43.58
5 YelpChi Hotel (Rayana and Akoglu, 2015) Tang et al. (Tang et al., 2020), SVM + bfGAN 83 81.2 85.7 83.4
Wang et al. (Wang et al., 2016), RE + PE + Bigram, 50:50 samples 86.5 84.2 89.9 87
Wang et al. (Wang et al., 2017), RE + RRE + PRE 65.3 63.6 71.2 67.2
You et al. (You et al., 2018), CNN + AEDA 80 83.9 74.2 78.7
(Ours) GB (A->N), over-sampling 99.93 99.9 99.8 99.85
6 YelpChi Restaurant (Rayana and Akoglu, 2015) Tang et al. (Tang et al., 2020), SVM + bfGAN 75.7 76.7 73.4 75.1
Wang et al. (Wang et al., 2016), RE + PE + Bigram, 50:50 samples 89.9 86.8 91.8 89.2
Wang et al. (Wang et al., 2017), , RE + RRE + PRE 62 59 78.8 67.5
You et al. (You et al., 2018), CNN + AEDA 75.6 82.4 65.1 72.8
(Ours) GB (A->N), under-sampling 99.12 98.83 98.43 98.63
7 Hotel (various) (Ott et al., 2013) Ott et al. (Ott et al., 2013), SVM on positive sentiment subset 88.4 89.1 87.5 88.3
Fusilier et al. (Hernandez Fusilier et al., 2015), PU-L modified - 85.2 72.8 78
Rout et al. (Rout et al., 2016), DT 92.11 - - -
Etaiwi and Naymat (Etaiwi and Naymat, 2017), SVM, all pre-proc. steps 85 51 86 -
Zhang et al. (Zhang et al., 2018), DRI-RCNN, 0.9 T.P. - - - 86.59
(Ours) GB (A->F), over-sampling 70.62 67.58 81.29 73.8
8 Hotel (various) (Li et al., 2014) Li et al. (Li et al., 2014), OvVR SAGE-Unigram 81.8 81.2 84 -
Ren and Ji (Ren and Ji, 2017), Integrated, Employee/Turker 92.6 - - 90.1
Li et al. (Li et al., 2017), SWNN - 84.1 87 85
(Ours) GB (A->F), under-sampling 71.29 73.61 82.79 77.93
9 Restaurant (various) (Li et al., 2014) Li et al. (Li et al., 2014), OvVR SAGE-Unigram 81.7 84.2 81.6 -
Ren and Ji (Ren and Ji, 2017), Integrated, Customer/Turker 86.9 - - 86.8
Li et al. (Li et al., 2017), SWNN 83.3 88.2 81
(Ours) GB (A->F), over-sampling 72.44 71.23 75.16 73.14
10 Doctor (various) (Li et al., 2014) Li et al. (Li et al., 2014), OVR SAGE-Unigram 74.5 77.2 70.1 -
Ren and Ji (Ren and Ji, 2017), Integrated, Customer/Turker 76 - - 74.1
Li et al. (Li et al., 2017), SWNN - 83.7 87.6 82.9
(Ours) GB (A->F), over-sampling 73.35 79.44 86.94 83.02

* for this table, our calculations were done using balanced-accuracy (blA), binary-precision (bP), binary-recall (bR) and binary-Fmeasure (bF1) formulas, as seen in

Table 5; we provide our results in bold whenever the score is the highest.

sampling, we found that the performance of DT-type classifiers (such as
the DT itself, RF and BP) is not as good as other classifiers. However, the
combination of boosting methods in AB and DT provides comparable
performance with other classifiers. Best results on the fake review class’
accuracy for both big datasets were achieved by the CNN Type 1 and GB
ensemble, which also performed well with the smaller datasets.

We also proposed a parallel-CV method, which has the potential to
highly reduce the time required for the n-fold CV process. Our experi-
mental results revealed that the proposed method could halve the time
required for 2-fold CV and provide even more reduction for higher
values of n, such that the time required for 10-fold CV is less than a
fourth of the normal processing time.

From the results of testing our approach on other datasets, we
observed that our proposed hybrid approach performed well on those
datasets too. The results of experiments on Mukherjee et al.’s datasets
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also informed us that our approach performs better on imbalanced
datasets than balanced datasets. In addition, we found that, in the case of
GB ensemble with over-sampling, our content-based features (Groups A
to F) work well on smaller datasets and provide fake review class ac-
curacies between 75 and 87%.

Summing up, this work contributes theoretically to the literature of
both natural language processing and machine/deep learning, and
practically to online commerce security problems. Our findings provide
insights on processing text materials, approaches to extracting text
features, and detection of fraudulent online customer reviews. Reliable
and effective detection of fake reviews will increase the trustworthiness
of online commerce, and therefore, detection and elimination of fake
reviews is a high priority and urgent goal of online commerce portal
providers.

Despite the extensive experimental studies presented in this paper,
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Fig. 16. sA of applying all features (A-N) on GB and CNN Type 1 classifiers on Mukherjee et al.’s datasets.
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Fig. 17. sA of GB using content-based features (A-F) on Ott et al. and Li et al.’s datasets.
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