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Abstract—Online reviews and ratings are important for 
potential customers when deciding whether to purchase a product 
or service. However, reading and synthesizing the massive amount 
of review data, which is often unstructured, is a huge challenge. In 
this study, we investigate the use of machine learning models to 
predict rating polarity (positive, neutral or negative) through 
automatic classification of review texts. We apply various single 
and ensemble classifiers to identify rating polarity of reviews from 
the 2017 Yelp dataset. Experimental results show that the linear 
kernel Support Vector Machine, Logistic Regression and 
Multilayer Perceptron are among the three best single classifiers 
in terms of accuracy, precision, recall and F-measure. Their 
performances can be further improved when used as base 
classifiers for ensemble models. 

Keywords—Big data; customer reviews and ratings; 
classification; machine learning; text mining. 

I.  INTRODUCTION 

Post-purchase customer ratings and reviews have become 
pivotal elements for today’s e-commerce. Many potential 
customers rely on information provided by ratings and reviews 
prior to making a purchase decision. Research shows that 
customers normally read product reviews provided by others to 
understand the reliability and usefulness of a product that they 
are about to purchase [1]. This, in turn, generates implied trust 
on the product [2, 3]. The ability to identify relevant content in 
a short time period helps both consumers and sellers to make 
proper decisions quickly. This is particularly useful when 
applied to online sites and social media [4]. The rapid 
proliferation of web and social media sites, e.g., review 
websites, forum discussions, blogs, micro-blogs, Twitter, and 
many others, produces a huge volume of data that is 
unprecedented. Nowadays, consumers do not solely rely on 
families or friends to get opinions about a product but visit 
various web and social media sites [5].    

Reading and synthesizing all reviews provided by others, 
however, is a challenging task, mainly due to the massive 
amount of reviews found on various review websites and social 
media [6]. Having a system that is capable of automated review 
analysis is therefore vital in today’s online environment [7, 8]. 
When a system that allows automated review analysis is in place, 
potential buyers can obtain a holistic view of a product in a quick 
and accurate manner. Automated review analysis generally 

involves training machines to capture discriminative features 
from user reviews. The quality of this training process would 
determine the accuracy of a model to perform analysis on review 
texts or to classify them [9]. Feature extraction, which 
determines how features are selected, is of critical importance 
for the accuracy of automated review analysis [10].  

In this study, we investigate the use of several text processing 
and machine learning classification algorithms for classifying 
rating polarity of review texts obtained from a popular review 
website, i.e., Yelp! [11]. We consider three targets: negative, 
neutral and positive. We use bag-of-words to represent the 
feature space. We carry out computational experiments with 
varying sizes of features and samples to reduce the dimension of 
the review data. We compare a range of machine learning 
classifiers to obtain the best results based on metrics such as 
accuracy, precision, recall and F-measure. These classifiers 
include single [12-18] and ensemble [19-23] models.  

The rest of this paper is organized as follows. In Section II, 
we review work related to this research. In Section III, we 
describe the methods used, which include the system design, 
data and targets, as well as classifiers to be investigated. 
Experimental results and discussions are presented in Section 
IV. Finally, we conclude the paper in Section V and highlight 
future research directions. 

II. RELATED WORK 

A number of related studies on automatic rating assignment 
of product reviews exist in the relevant literature. Bagheri et al. 
[7] proposed an unsupervised model using heuristic rules, an 
iterative bootstrapping algorithm and aspect pruning to extract 
and detect different aspects of customer reviews. Tripathy et al. 
[24] grouped text polarity to negative and positive using an N-
gram model with several classifiers, such as Naïve Bayes and 
Maximum Entropy, on IMDb movie review data. An algorithm 
using an intuitionistic fuzzy weighted averaging operator and 
preference ranking organization methods was developed by Liu 
et al. [25] to provide ratings (positive, negative, or neutral) to 
products based on their online reviews. Gui et al. [26] proposed 
a method to classify product reviews based on heterogeneous 
network representations, which include users (opinion holders), 
words, products (opinion targets) and polarities (positive and 
negative). They processed these network representations using 



different classifiers including deep learning, and found that 
Convolutional Neural Networks have the best results for the 
datasets they used, i.e., IMDb movie reviews, Yelp 2013, and 
Yelp 2014 [26]. Text mining of movie reviews and factors such 
as nationalities, ratings and other qualitative variables were used 
by Hur et al. [27] to do box-office forecasting. Three machine 
learning algorithms, i.e., the Classification and Regression Tree, 
Artificial Neural Network, and Support Vector Regression, were 
used as predictors.  

Our work differs from others in that we consider many more 
machine learning models, including both single and ensemble 
classifiers. In terms of data, we use the latest 2017 Yelp review 
dataset, which is much larger than other datasets typically used 
in the literature. 

III. METHODS 

To predict rating polarity from review texts, we applied a text 
processing algorithm and trained numerous classifier models. 
Fig. 1 details the proposed approach that we followed in our 
work.  
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Fig. 1. The proposed approach for rating polarity prediction 

A. Experimental Data & Labels 

To validate our approach, we used consumer review data 
from the Yelp Dataset Challenge (Round 9) in 2017 [11] as our 
experimental dataset. Yelp is a leader in consumer ratings. It has 
grown rapidly since 2005. Yelp’s users can review local 
businesses like restaurants, hair salons, bars, pubs, and many 
others. Users can write their own reviews and give star ratings 
of 1 to 5 to any businesses listed with Yelp [3]. The dataset used 
in this work contains 4.1 million review texts. With the massive 
amount of review texts, processing and experimenting them is a 
huge challenge. We utilized high-performance computing 
facilities from the University of Newcastle, Australia, which 
contain 2560 cores for 66 CPU and 4 GPU nodes, and up to 256 
GB RAM can be assigned to each node. 

To predict the polarity of a review text (input), we made use 
of the 1-5 stars rating given to each review as our (output) target 
label. We created three experimental output target types, by 
categorizing the reviews based on star ratings as follows: Type 
A: negative reviews are reviews with 1 & 2 star ratings while 
positive reviews are those with 3, 4 & 5 star ratings; Type B: 
negative reviews are reviews with 1, 2 & 3 star ratings while 
positive reviews are those with 4 & 5 star ratings; Type C: 
negative reviews are reviews with 1 & 2 star ratings, neutral 
reviews are those with 3 star ratings only, and positive reviews 
are those with 4 & 5 star ratings. 

B. Preprocessing Steps 

We pre-processed review texts prior to generating features 
for machine learning. The preprocessing steps involved removal 
of punctuations, numbers and English stop words, tokenization 
of words, and token lemmatization. Fig. 2 shows the 
preprocessing steps that we have applied to Yelp review texts. 
We used the natural language toolkit modules [28] to clean the 
review texts from punctuations and numbers as well as tokenize 
and lemmatize each word.  
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Fig. 2. Preprocessing steps 

Our lemmatization approach has three steps: First 
lemmatizing each word as noun, then verb and after that adverb 
to reduce them to their basic form. Next the words are joined 
based on their original order and saved. 

C. Feature Extraction  

After the preprocessing steps, we created machine learning 
features from the processed review texts. We used Term 
Frequency (TF) to generate features for each preprocessed word 
token. The process to create features is as follows: First, a bag 
of words from all samples is created and their TF values are 
counted. Next, they are sorted based on their TF values. Features 
for each review text are extracted by checking the existence of 
each feature word. If a feature word does not exist in the review 
text then 0 is assigned, otherwise the feature word’s TF value is 
assigned. A feature set can be created from all unique words 
found in the review texts or a subset of them above a certain 
threshold value.  

Recall that the Yelp review dataset has more than 4.1 million 
records of reviews. The total number of unique words in this 
dataset after preprocessing, which could become features, is 
more than 240K. A problem arises when all unique words are 
used as features – this would create more than 984 billion values, 
which require a huge memory allocation for model training, 
even with the high-performance grid computers we have. To 
find proper sizes of features and samples, we performed a series 
of experiments with various settings to reduce the size of 
features and samples (see Section IV). 

D. Classifiers 

We considered not just standard single classifiers but also 
ensemble models in our work, and compared their performances 
against each other. In total, 13 single and ensemble classifiers 
commonly used for classification and text mining tasks were 
examined. In the following, we first describe the single 
classifiers, followed by the ensemble models. All classifiers in 
this research were built using the Scikit-Learn [29] module. 

1) Single Models 
Naïve Bayes is often used in text classification [30, 31]. Even 

though it is the simplest form of Bayesian Network, Naïve Bayes 



is still considered as one of the top 10 data mining algorithms 
[32]. Here, we investigated Multinomial and Bernoulli Naïve 
Bayes [15] and Gaussian Naïve Bayes [33]. 

The Nearest Neighbor, widely used [31] and improved [34], 
estimates an unknown sample based on the closest instance [12]. 
Besides the standard K-Nearest Neighbor, we also investigated 
the Nearest Centroid classifier [35]. 

The Decision Tree is a hierarchical tree model of decisions 
and outcomes [17]. It has been widely used in previous studies 
[30, 36], and therefore we also included it in our study. 

The Generalized Linear Model was invented to overcome 
some limitations of linear regression models [37]. Variants of 
the model have been used to solve a range of classification 
problems [38-40]. We investigated four of them, namely the 
Logistic Regression [16], Ridge Regression [41], Passive 
Aggressive [14], and Stochastic Gradient Descent [40]. 

The Support Vector Machine (SVM) has excellent 
generalization performance and was successfully applied in 
many areas [24, 30, 42, 43]. Here, we investigated the SVM with 
Linear and Radial Basis Function (RBF) kernels [13].   

The Multilayer Perceptron is a feedforward Artificial Neural 
Network usually used as a supervised model for classification 
[27, 30, 44-46]. It works via minimizing errors of its results by 
computing all the weights in its networks. It has two steps, 
namely propagation and weight update [18]. 

2) Ensemble Models 
Bagging Predictors are done by generating versions of the 

single predictor and using it to get a cluster of predictors. These 
predictors are trained on training sets created via bootstrapping 
[20]. Bagging has been used in many areas [4, 30]. 

Random Forests are an ensemble of Decision Tree 
predictors, in which each tree in the ‘forest’ is trained using a 
random vector that is sampled independently [19]. Random 
Forests have been used in many areas including text 
classification [4]. Besides the standard Random Forests, we also 
investigated Randomized Decision Trees [22]. 

Ada Boost stands for Adaptive Boosting [23]. It iteratively 
combines multiple weak base classifiers to get a better classifier. 
It was successfully used in past studies (e.g., see [30]). 

Gradient Boosting is an ensemble of gradient boosted 
regression trees for classification of dirty data [21]. This 
algorithm has been used for classification problems [30].  

E. Evaluation Methods 

For evaluation purposes, four metrics including accuracy, 
precision, recall, and F-measure were used in our study. They 
are defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௉ା்ே

்௉ା்ேାி௉ାிே
   (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
்௉

்௉ାி௉
    (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାிே
    (3) 

𝐹௠௘௔௦௨௥௘ =  
ଶ∗௉௥௘௖௜௦௜௢௡∗ோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ାோ௘௖
    (4) 

Here, positive reviews are the positive class. TP is True 
Positive, which refers to the number of reviews that are correctly 
classified as the positive class; TN is the number of correctly 
classified negative reviews (and neutral); FP is the number of 
classified positive reviews that are actually not positive; and FN 
is the number of wrongly classified reviews that are actually 
positive reviews. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Experiments on Single Classifiers 

We investigated the performances of single classifiers in 
identifying the polarity of reviews from the 2017 Yelp dataset. 
A total of 13 classifiers, as seen in Table I, were tested using 
three experiment types discussed earlier.  

TABLE I.  SINGLE CLASSIFIERS USED IN EXPERIMENTS 

No. Classifier Name Parameter 
1 Multinomial Naïve Bayes (MNB) alpha = 1.0 
2 Bernoulli Naïve Bayes (BNB) alpha = 1.0 
3 Gaussian Naïve Bayes (GNB) - 
4 K-Nearest Neighbor (KNN) K = 5, Euclidean 
5 Nearest Centroid (NC) Euclidean 
6 Decision Trees (DT) Gini index 
7 Logistic Regression (LR) max iterations: 100 
8 Ridge Regression (RR) alpha = 1.0 
9 Passive Aggressive (PA) Epochs = 5, PA-I formula 

10 Stochastic Gradient Descent 
(SGD) 

estim: Linear SVM, learning 
rate = 1.0 / (alpha * (t + t0)) 

11 RBF-kernel SVM (RSVM) gamma = 1/n features 
12 Linear-kernel SVM (LSVM) max iteration = 1000 
13 Multilayer Perceptron (MLP) 

 
1 hidden layer - 100 neurons, 
rectified linear unit, α = 0.001 

 

We first performed 10-fold cross validation based on 10,000 
randomly selected review texts using the 13 classifiers. In these 
experiments, we ran the classifiers with varying numbers of 
features from 250 features to the maximum (i.e., 245,071). 
These features were selected based on their TF values. The 
accuracies of the classifiers with different feature sets on the 
three experiment types are shown in Fig. 3. From the figure, we 
see that classifiers like the BNB and GNB, DT, KNN, NC and 
RSVM are not performing well compared to other classifiers. 
MNB performs well with a small amount of features, but the 
accuracy deteriorates as the number of features increases. The 
results also show that the accuracy of all classifiers, except for 
RR, does not increase any further when the number of features 
is beyond 5,000. RR reaches its peak accuracy at around 10,000 
features. These experiments clearly showed that increasing the 
number of features, which increases training complexity, does 
not necessarily increase the accuracy of training models.  

Next, we performed 10-fold cross validation using 500 
features sorted by the TF values, on various review texts ranging 
from 10,000 records to the maximum of 4,133,088 records (i.e., 
the entire Yelp dataset). Fig. 4 shows the accuracies of these 
classifiers with an increasing number of records on the three 
experiment types. From the figure, we see that the accuracies of 
these classifiers increase quite substantially as the number of 
records increases, until about 500K records. After this point, the 
accuracy increase is marginal. 



 
Fig. 3. Accuracy (y-axis) vs. the number of features (x-axis) for single 

classifiers; Experiment types A (top), B (middle), and C (bottom) 

 
Fig. 4. Accuracy (y-axis) vs. the number of training records (x-axis) for single 

classifiers; Experiment types A (top), B (middle), and C (bottom) 

From Fig. 3 and Fig. 4, we can see that the MLP, LR and 
LSVM are the three best classifiers in most cases. Additionally, 
we observe that experiment type A has the highest accuracy, 
followed by type B and type C. This implies that there are more 
positive reviews than negative ones. 

To test the robustness of the three best classifiers, we 
performed further experiments with varying features (i.e., 1,000 
to 10K feature sets) and training samples (i.e., 100K to 1M 
training samples) based on 10-fold cross validation. The results 
for each of the classifiers are reported in Table II. From the table, 
we see that the MLP has better results on type A and LR has 
better results for type B across different performance metrics. As 
for type C, the best accuracy and recall are acquired by LR while 
the MLP has the best precision and F-measure score. 

TABLE II.  RESULTS FOR THE 3 BEST SINGLE CLASSIFIERS 

Classifier 
Name 

Experi-
ment Type 

Max. 
Acc. 
(%) 

Average (%) 

Acc Prec Rec F1 

LSVM 
A 90.57 89.26 89.13 89.26 89.14 
B 86.94 85.40 85.34 85.40 85.32 
C 82.25 80.83 79.09 80.83 79.37 

LR 
A 90.90 90.17 89.94 90.17 90.00 
B 87.23 86.46 86.34 86.46 86.37 
C 82.82 82.04 79.92 82.04 80.41 

MLP 
A 91.23 90.38 90.33 90.38 90.35 
B 87.54 86.12 86.13 86.12 86.12 
C 82.65 81.47 80.82 81.47 81.09 

 

B. Experiments on Ensemble Classifiers 

Besides the single classifiers, we also investigated the 
performances of 5 ensemble classifiers as seen in Table III. The 
experiments were conducted in the same manner as that of the 
three best classifiers with results presented in Table II. 

By default, both Bagging and Ada Boost would use the 
Decision Tree as their base classifier [19, 21]. However, it is 
possible to change the base classifier to other classifiers. In this 
study, we further investigated the performance of Bagging and 
Ada Boost with the aforementioned three best single classifiers 
as base classifiers. Unfortunately, Ada Boost can only combine 
with classifiers that support sample weighting, thus the MLP 
cannot be combined with it. By comparing the results of Table 
II and the first 15 rows of Table IV, we observe that the three 
best single classifiers in Table II are better than all these five 
ensemble classifiers on all metrics. As can be seen in Section 
IV.A, the performance of Decision Tree, which is the default 
base classifier of these five ensemble models, is not as good 
compared to those classifiers listed in Table II. This could 
explain why the ensemble models’ results are worse than that in 
Table II. Looking at the second part of Table IV on results of 
Bagging and Ada Boost with the three best single classifiers as 
base classifiers, we note that the performance of Bagging is 
improved but not Ada Boost’s. 

TABLE III.  ENSEMBLE CLASSIFIERS USED IN EXPERIMENTS 

No. Classifier Name Parameter 
1 Randomized Decision Trees 10 estimators (DT), Gini index 
2 Random Forest 10 estimators (DT), Gini index 

3 Gradient Boosting 
loss function: LR, 100 estimators 
(LR), mean squared error 

4 Bagging Predictors 10 estimators (DT), bootstrap: true 
5 Ada Boost 50 estimators (DT) 



TABLE IV.  RESULTS FOR THE ENSEMBLE CLASSIFIERS 

Classifier 
Name 

Experi-
ment 
Type 

Max. 
Acc. 
(%) 

Average (%) 

Acc Prec Rec F1 

Randomized 
Decision 

Trees 

A 80.43 79.64 80.13 79.64 79.86 
B 74.57 73.74 74.08 73.74 73.89 
C 69.19 68.04 68.20 68.04 68.09 

Gradient 
Boosting 

A 86.98 86.64 86.42 86.64 85.15 
B 82.57 82.28 82.46 82.28 81.39 
C 78.52 78.23 75.85 78.23 74.55 

Random 
Forest 

A 87.95 87.19 86.73 87.19 86.86 
B 83.04 82.20 82.36 82.20 82.26 
C 79.27 78.52 76.48 78.52 76.19 

Bagging 
(DT) 

A 87.15 86.38 86.38 86.38 86.37 
B 82.16 81.35 81.71 81.35 81.48 
C 78.29 77.45 75.62 77.45 76.05 

Ada Boost 
(DT) 

A 87.26 86.75 86.07 86.75 85.99 
B 82.79 82.31 82.02 82.31 81.94 
C 77.88 77.59 74.30 77.59 74.55 

Bagging 
(LSVM) 

A 90.58 89.26 89.14 89.26 89.14 
B 86.96 85.40 85.34 85.40 85.33 
C 82.26 80.83 79.10 80.83 79.37 

Ada Boost 
(LSVM) 

A 90.57 89.26 89.14 89.26 89.14 
B 86.95 85.40 85.34 85.40 85.33 
C 82.25 80.83 79.10 80.83 79.36 

Bagging 
(LR) 

A 91.16 90.36 90.12 90.36 90.18 
B 87.54 86.65 86.53 86.65 86.55 
C 83.19 82.27 80.11 82.27 80.60 

Ada Boost 
(LR) 

A 89.51 88.78 88.80 88.78 88.78 
B 85.69 84.78 84.81 84.78 84.79 
C 80.56 79.44 78.49 79.44 78.89 

Bagging 
(MLP) 

A 92.11 91.21 91.08 91.21 91.13 
B 88.81 87.47 87.42 87.47 87.44 
C 84.27 83.39 82.00 83.39 82.45 

C. Experiment Types vs. Star Ratings 

Finally, we investigated each experiment type (A, B, and C) 
in more detail by conducting experiments using Bagging with 
the three best single classifiers as base classifiers. Table V shows 
the comparison between accuracies obtained based on 
experiment types and star ratings. 

From Table V, we see that neutral ratings (3 stars) for 
experiment type C have the lowest accuracy. This indicates that 
the trained classifiers are not quite capable of recognizing 
neutral review ratings (3 stars). Predicting neutral ratings is 
always going to be challenging because neutral ratings may not 
have the equal composition of positive and negative comments. 
Most of the time, neutral rating comments tend to skew towards 
one of the target classes (positive or negative). This can be seen 
from the results of experiment types A and B, where we assumed 

the 3-star rating as either negative or positive. An interesting 
observation is that the 3-star rating has higher accuracy when it 
is classified as positive rating (type A). It can be inferred that 
users giving a 3-star rating tend to provide more positive 
comments than negative ones.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we presented a study to automatically 
determine the polarity of review texts as positive, neutral, or 
negative. Given that ratings and reviews are becoming pivotal in 
helping potential customers to make a purchase decision, the 
need for a study like this is clear. We used the 2017 Yelp review 
dataset and adopted the TF method to create features from this 
dataset. We found that having more features and data added into 
the training set does not necessarily enhance model 
performance. In fact, after exceeding a specific threshold, the 
model performance becomes stagnant. Our experiments showed 
that 5,000 features and 500,000 reviews are the cut-off points for 
polarity prediction in this context. 

The computational results identified three single classifiers, 
i.e., LR, LSVM and MLP, as best-performing ones, obtaining 
accuracy, precision, recall and F-measure scores around 90% or 
more for experiment type A, above 85% for experiment type B, 
and above 80% for experiment type C. Further improvements 
can be obtained by using these three classifiers as base classifiers 
to build ensemble models. We found that classifying neutral 
ratings (3 stars) is more challenging due to the fact that neutral 
reviews tend not to have the equal composition of positive and 
negative comments. We also noticed that users who gave 3-star 
ratings have the tendency of giving more positive reviews.  

In our future work, we intend to explore more advanced 
feature selection techniques to improve the performance of 
machine learning models considered in this study, especially in 
classifying neutral reviews. We also plan to use sentiment 
analysis methods to determine the polarity of customer reviews. 
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TABLE V.  ACCURACY COMPARISON BETWEEN TARGET TYPES  

Classifier Experiment Type Average Accuracy (%) Avg. accuracy of targets (%) Avg. accuracy of stars (%) 
Negative Neutral Positive 1 2 3 4 5 

Bagging (LSVM) 
A 89.26 72.45  - 93.96  81.78  57.78  79.84  95.31  97.26  
B 85.40 76.56  - 89.94  89.21  82.44  58.51  82.63  94.23  
C 80.83 76.65  25.90  92.30  84.81  63.79  25.90  86.60  95.64  

Bagging (LR) 
A 90.36 73.40 - 95.09 83.39 57.69 81.12 96.65 98.24 
B 86.65 77.52 - 91.33 90.84 83.85 58.37 84.02 95.63 
C 82.27 78.16 25.35 94.05 86.86 64.48 25.35 88.76 97.15 

Bagging (MLP) 
A 91.21 77.32 - 95.09 86.96 62.14 81.79 96.59 98.09 
B 87.47 80.43 - 91.08 92.89 86.05 62.72 84.01 95.24 
C 83.39 81.02 34.67 93.08 89.51 67.65 34.67 87.37 96.43 
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