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INTRODUCTION 

The property industry continues to grow rapidly in 

Indonesia, establishing its position as an important pillar of 

economic growth. In 2023, the real estate activities 

contributed approximately around 2.4 percents to the 

nation's GDP [1]. The demand for property, including 

houses, has led to rapid growth in this sector. The high 

demand for housing is partly driven by its dual purpose, 

serving both as a living place and as an investment 

alternative. The housing market plays an important role in 

the global economy, influencing financial stability, 

consumer wealth, and investment strategies. Accurate 

prediction of the housing prices is essential for stakeholders 

such as buyers, sellers, and investors. Predictive analytics 

is used in many industries worldwide because it helps 

handle uncertainties and supports better decision-making. 

In the real estate industry, it helps home buyers estimate the 

property prices before making a purchase and assists 

developers in setting the appropriate prices by considering 

factors like location, size, and accessibility [2]. When 

purchasing a property, the stakeholders consider several 

factors, with house prices being influenced by social, 

economic, political, and environmental-physical variables 

[3]. Many studies have explored the factors influencing 

property prices. Fahirah et al. identified key factors, 

including physical, economic, social, regulatory, and 

accessibility factors [4]. Similarly, Rahadi et al. classified 

price-affecting elements into five categories: marketing 

concepts, design concepts, location accessibility, location 

uniqueness, and physical conditions [5]. Olanrewaju et al. 

highlighted factors such as location, house size, strategic 

value, land prices, building material quality, and land 

ownership type [6]. Meanwhile, Zulkifli & Ismail grouped 

these factors into two main categories: internal and external 

factors that shape homebuyers' decisions [7]. Although 

numerous studies have explored house price prediction and 

its influencing factors, many do not take account for other 

factors such as electricity capacity, building configuration, 

distance to the church or mosque, distance to the city 

centre, distance to the hospital, and distance to the nearest 

toll gates. Identifying the most relevant factors in 

prediction cases can be very difficult, but this is where 

artificial intelligence excel at. 

In recent years, the development of big data analysis 

has made artificial intelligence especially machine learning 

a crucial predictive tool, widely applied in many scientific 

fields, including civil engineering. Cheng et al. used 

machine learning to predict the compressive strength of 

high-performance concrete [8]. Similarly, Hore et al. used 

a multilayer perceptron feed-forward network to predict 

structural failures of multi-story reinforced concrete 

buildings [9]. Additionally, Cheng et al. performed cash 

flow prediction for construction projects using an adaptive 

time-dependent least squares support vector machine [10]. 

Research on housing price prediction has been conducted 

with several methods, both traditional and machine 

learning methods. Traditional methods like linear 

regression (LR) [11], alongside advanced machine learning 
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models, including artificial neural network (ANN) [12] and 

random forest (RF) [13]. 

 

RESEARCH SIGNIFICANCE 

This study aims to evaluate the performance of four 

machine learning methods, namely linear regression (LR), 

artificial neural network (ANN), classification and 

regression tree (CART), and chi-squared automatic 

interaction detection (CHAID), by analyzing the key 

factors that influence the housing price in Surabaya as the 

case study. The goal is to determine which model provides 

the most accurate housing price prediction, making it a 

valuable reference for property investment calculations. 

 

METHODOLOGY 

This study has two main objectives, first is to evaluate the 

four prediction models, namely Linear Regression (LR), 

Artificial Neural Network (ANN), Classification and 

Regression Tree (CART), and Chi-Squared Automatic 

Interaction Detection (CHAID) individually in predicting 

the housing prices. The second objective is to compare the 

prediction performance of every method to find the best 

model in predicting the housing prices. 19 variables or 

factors are carried out to create the prediction models to 

predict the housing price. The models will be evaluated by 

using four performance indicators, Linear Correlation 

Coefficient (R), Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), Mean Absolute Percentage Error 

(MAPE), and one performance index, reference index (RI). 

 

A. FACTORS INFLUENCING HOUSING PRICES 

The housing prices are influenced by a combination of 

various factors, which have been examined in numerous 

studies using different prediction methods and scopes. 

Researchers have identified key elements affecting 

property values from multiple sources, including the 

Appraisal Institute [3] and studies by Fahirah et al. [4], 

Rahadi et al. [5], Olanrewaju et al. [6], and Zulkifli & 

Ismail [7]. These sources highlight a range of variables, 

such as physical attributes, accessibility, and government 

regulations all of which shape property prices. In this study, 

relevant factors from these sources have been selected and 

summarized in Table 1, serving as the basis for evaluating 

housing price predictions using different machine learning 

models. 

Table 1 Factors Influencing Housing Prices 

Indicator Unit 

X1: Land Area m2 

X2: Building Area m2 

X3: Number of Bedrooms Unit 

X4: Number of Bathrooms Unit 

X5: Number of Family Rooms Unit 

X6: Number of Carports Unit 

X7: Electricity Capacity 

1: 2200 watt  

2: 3500 watt  

3: 4400 watt 

X8: Building Configuration 
0: Not Hook 

1: Hook 

Table 1 Factors Influencing Housing Prices (cont.) 

Indicator Unit 

X9: Distance to Nearest 

Primary School 

km 

X10: Distance to Nearest 

Junior High School 

km 

X11: Distance to Nearest 

Senior High School 

km 

X12: Distance to Nearest 

University 

km 

X13: Distance to Nearest 

Shopping Centre  

km 

X14: Distance to Nearest 

Church or Mosque 

km 

X15: Distance to City Centre km 

X16: Distance to Nearest 

Hospital 

km 

X17: Distance to Nearest Toll 

Gate 

km 

X18: Region 

1: North  

2: East  

3: West 

X19: Land Ownership Type 
0: HGB  

1: SHM 

 

B. PREDICTION METHODS 

▪ Linear Regression (LR) 

Identifying the relationship between multiple variables 

can be difficult due to the technical and analytical 

complexities. Regression analysis is very effective in 

solving these situations and widely used across many 

research fields [14,15]. The LR method purpose is to 

reduce the distance between data points and the 

predetermined regression line, ensuring they are as close as 

possible. In simple LR, a single explanatory variable is 

used, whereas multiple linear regression (MLR) expands 

the simple LR by considering the multiple explanatory 

variables to predict the response variable and influence the 

mean function [16,17]. The formulation of MLR can be 

seen in Equation 1. 𝑌 is the dependent variable, 

𝑋1, 𝑋2, … , 𝑋𝑖 are the independent variables, 𝑎 is constant, 

and 𝑏1, 𝑏2, … , 𝑏𝑖 are the regression coefficients. The 

equation served as a guideline for predicting the housing 

prices using linear regression in this study. The dependent 

variable (𝑌) represents the house price, while the 

independent variables represent the key factors such as land 

area, building area, number of bedrooms, and other 

relevant attributes. 

𝑌  = 𝑎 + 𝑏1𝑋1 + 𝑏2𝑋2 + . . . + 𝑏𝑖𝑋𝑖  (1) 

 

▪ Artificial Neural Network (ANN) 

Artificial Neural Network (ANN) is an Artificial 

Intelligence (AI) method first introduced by Rosenblatt in 

1958. ANN was developed through mathematical 

modelling of the learning process, inspired by the human 

brain [18]. It replicates the brain's biological neural 

networks by learning, retaining information, and 

generalizing patterns. This method works by simulating 

data as neural networks in the brain to process all obtained 

information [19]. ANN is also often referred to as a 
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Multilayer Perceptron Network (MLPN), which consists of 

three layers: the input layer, the hidden layer, and the 

output layer [20]. The input layer will receive all available 

information or data and then transmit it to the hidden layer, 

where it is processed with weight and bias values. The 

output layer represents the final result of the calculations 

performed. In this research, the input layer represents the 

indicator component of the housing price, the hidden layer 

describes the calculation points, and the output layer shows 

the predicted housing price. The active neurons in the 

hidden layer can be represented by Equations 2 and 3. 𝐼𝑗 is 

the activation value of neuron j,  𝑤𝑖𝑗 is the weight between 

neuron i and j, 𝑓(𝐼𝑗) is the transfer function, 𝑥𝑖, 𝑦𝑗 and 𝜃𝑗 

are respectively input, output, and bias. 

𝐼𝑗 =  ∑ 𝑤𝑖𝑗 𝑥𝑖 + 𝜃𝑗   (2) 

𝑦𝑗 = 𝑓(𝐼𝑗)     (3) 

 

▪ Classification and Regression Tree (CART) 

Classification and Regression Tree (CART) is a 

machine learning method used to build predictive models 

from available data. This method was first proposed by 

Breiman and demonstrates that the learning trees can be 

optimized by using a model to prune the saturated trees and 

select from the remaining trees [21]. As a type of decision 

tree, CART constructs either a classification tree or a 

regression tree, depending on whether the target variable is 

categorical or numerical [22]. The development of 

classification tree in CART involves three key stages, 

including tree construction, tree pruning, and determining 

the optimal tree.  

 In the tree construction stage, three main processes 

take place: splitting, terminal node determination, and 

calculation of misclassification error. The splitting process 

relies on a heterogeneity function called Gini index where 

the set with the lowest Gini index is chosen as the root 

node. The Gini index function can be seen in Equation 4. 

The terminal nodes are determined through an iterative 

splitting process until a predefined stopping condition is 

met. The misclassification error is calculated using 

Equation 5. 𝑝𝑚𝑘  is the probability of an object being 

classified into a particular class 

𝑅(𝑇)  = 1 − ∑ (𝑝𝑚𝑘)2𝐶
𝑖=1    (4) 

𝑚𝑖𝑠𝑠  = 1 − 𝑚𝑎𝑥𝑝𝑚𝑘   (5) 

 During the tree pruning stage, managing tree size is 

crucial to balance the model performance. An excessively 

large tree can lead to overfitting, while an overly restricted 

tree may cause underfitting. To address this, the minimum 

cost complexity method is applied to prune the tree and 

determine the optimal tree size, as represented in Equation 

6. 𝑅𝛼(𝑇) is linear combination of cost and tree complexity 

(cost complexity), 𝑅(𝑇) is Gini index, and 𝛼|𝑇̃| is tree 

complexity penalty.  

𝑅𝛼(𝑇)  = 𝑅(𝑇) + 𝛼|𝑇̃|   (6) 

   

▪ Chi-Squared Automatic Interaction Detection 

(CHAID) 

The Chi-Squared Automatic Interaction Detection 

(CHAID) algorithm, introduced by statistician Kass in the 

late 1970s, is a widely used statistical method for 

supervised learning in decision tree construction [23]. This 

technique is used to build a segmentation model, which 

divides a set of predictor variables into groups of two 

predictor variables according to a criterion [24]. The 

indicator used in CHAID is the P-value, which is used to 

find the best variable among the data and can be calculated 

with Equation 7.  

𝑃   = 𝑃𝑟 (𝑥𝑑
𝑒 > 𝑥2)   (7) 

 

 A feature of this algorithm is that it can generate non-

binary trees, which means that the number of splits has 

more than two branches [25]. The CHAID algorithm 

follows a structured approach to decision tree formation. It 

begins with a merging process, where a contingency table 

is created for each categorical variable, and the Chi-square 

test is applied to evaluate the relationship between pairs of 

categorical variables. The next step involves splitting, 

where the independent variable with the most statistically 

significant result, determined by the smallest p-value, is 

selected for data partitioning. These partitions are formed 

based on the comparison of p-values identified earlier in 

the process. Finally, the most significant value from the 

previous step is used to split nodes, ensuring that variable 

categories are appropriately combined. Throughout the 

process, Pearson's chi-squared test is employed to analyze 

the data relationships, as shown in Equation 8 and 9. 

𝑋2   = ∑ ∑
(𝑛𝑖𝑗−𝑚𝑖𝑗)

2

𝑚𝑖𝑗

𝐼
𝑖=1

𝐽
𝑗=1    (8) 

𝑛𝑖𝑗   = ∑ 𝑓𝑛𝐼(𝑥𝑛 = 𝑖 ∩ 𝑦𝑛 = 𝑗)𝑛∈𝐷   (9) 

  

C. PERFORMANCE INDICATORS 

In this study, the prediction model will be evaluated using 

four performance indicators and one combined 

performance index to evaluate the performance of each 

model including LR, ANN, CART, and CHAID. The 

indicators and their formulation are presented in Table 2. R 

is Linear Correlation Coefficient, MAE is Mean Absolute 

Error, RMSE is Root Mean Squared Error, MAPE is Mean 

Absolute Percentage Error, 𝑛 is the sample size, 𝑦 is the 

actual output value, and 𝑦′ is the predicted output value. 

Table 2 Performance Indicators 

Model 

Performance  

Indicators 

Mathematical Formula 

R 

𝑛 ∑ 𝑦. 𝑦′ − (∑ 𝑦)(∑ 𝑦′)

√𝑛(∑ 𝑦2) − (∑ 𝑦)
2 √𝑛(∑ 𝑦′2) − (∑ 𝑦′)

2

 

MAE 
1

𝑛
∑ |𝑦 − 𝑦′|

𝑛

𝑖=1

 

RMSE √
1

𝑛
∑(𝑦′ − 𝑦)2

𝑛

𝑖=1

 

MAPE 
1

𝑛
∑ |

𝑦 − 𝑦′

𝑦
|

𝑛

𝑖=1

 . 100% 

  

 To enable a comprehensive performance 

measurement, the three performance indicators used in the 

testing data are normalized to create a reference index (RI). 

This normalization process assigns a value of 1 to the 

model with the best accuracy and 0 to the least accurate 

one. The RI value is determined by averaging the 

normalized performance indicators, as outlined in Equation 
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10. Meanwhile, Equation 11 presents the function used for 

the data normalization. 

𝑅𝐼  =  
𝑅𝑀𝑆𝐸+𝑀𝐴𝐸+𝑀𝐴𝑃𝐸

3
  (10) 

𝑥𝑛𝑜𝑟𝑚  = 
(𝑥𝑚𝑎𝑥−𝑥𝑖)

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)
 (11) 

 

D. RESEARCH FRAMEWORK 

The development of a machine learning model for the 

housing price prediction involves several steps. First, data 

preprocessing is carried out by selecting relevant factors 

that influencing the house prices and removing incomplete 

data. Then, the dataset is randomized before being divided 

for five-fold cross-validation, where it is splitted into five 

partitions of training and testing data. Next, parameter 

setting and parameter tuning is applied for each method, 

adjusting variables such as the number of neurons in neural 

networks or the depth of tree branches in decision trees. 

 After parameter tuning, the training process will 

generate a predictive model, which is then employed to the 

testing data to estimate the housing prices. Subsequently, 

the accuracy of these prediction models is assessed using 

the four performance indicators and one combined 

performance index, ensuring a comprehensive evaluation. 

Finally, the performance results of the four prediction 

models is compared to determine the best model in 

predicting the housing price. The complete research 

framework is illustrated in Figure 1. 

 

 
 

Figure 1 Research Framework 

 The prediction methods in this study were 

implemented using SPSS Modeler 18.0 software on a 

computer equipped with an Intel Core i7-12700H 

Processor at 2.30 GHz and 16 GB of RAM. To achieve the 

desired level of prediction accuracy, parameter tuning is 

necessary. In this study, parameter adjustments were 

applied to the three prediction models: artificial neural 

network (ANN), classification and regression tree (CART), 

and chi-squared automatic interaction detection (CHAID). 

Meanwhile, the linear regression (LR) method follows the 

default parameter settings provided by the SPSS Modeler 

18.0 software. Table 3 outlines the standard parameter 

settings for each prediction method used in this research. 

Table 3 Parameter Settings in SPSS Modeler 18.0 

Method Parameter Settings 

LR Singularity Tolerance 1.00E-04 

ANN 

Neural Network Model MLP 

Hidden Layer 1 1 

Hidden Layer 2 0 

Overfit Prevention Set (%) 30 

CART 

Maximum Tree Depth 5 

Maximum Surrogates 5 

Prune Tree TRUE 

Minimum Change in 

Impurity 
0.0001 

Impurity Measure Gini 

Overfit Prevention Set (%) 30 

CHAID 

Significance Level for 

Splitting 
0.05 

Significance Level for 

Merging 
0.05 

Chi-Square for Categorical 

Targets 
Pearson 

 

RESULTS AND DISCUSSIONS  

The performance results of the four prediction models, 

Linear Regression (LR), Artificial Neural Network (ANN), 

Classification and Regression Tree (CART), and Chi-

Squared Automatic Interaction Detection (CHAID) in 

predicting the housing prices have been obtained and 

reported. The comparative analysis of the Artificial 

Intelligence (AI) methods in terms of the prediction 

accuracy is discussed to find the best prediction model in 

predicting the housing prices.  

 

A. DATA PREPROCESSING 

The housing dataset used for the prediction was collected 

from various housing developers in Surabaya, East Java, 

Indonesia consisting of 105 data points. To provide an 

overview of the dataset, the descriptive statistics were 

generated to summarize the key indicators. These statistics 

will help in understanding the distribution and 

characteristics of the data. Table 4 presents the descriptive 

statistics of the housing dataset used in this study. 

The first step in data preprocessing is implementing 

the five-fold cross-validation by dividing the 105 data 

points into 80% for training dataset and 20% for testing 

dataset. The dataset is then randomized using the random 

function in Microsoft Excel. Once shuffled, the dataset is 

split into five subsets (folds) and stored in separate Excel 

files, with each file contains 84 training data points and 21 

testing data points. For the first training dataset, folds 2 
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through 5 are used, while fold 1 serves as the testing Table 4 Descriptive Statistic of The Dataset 

 

Indicator Unit Min Max Mean Std 

Price Rupiah 891,300,000 6,244,000,000 2,476,051,374 1,200,864,999 

X1: Land Area m2 40 210 101.167 41.646 

X2: Building Area m2 50 284 119.330 51.505 

X3: Number of 

Bedrooms 
unit 

2 units = 18.095% ; 3 units = 51.429%   

4 units = 16.19% ; 5 units = 14.286% 

X4: Number of 

Bathrooms 
unit 

1 unit = 6.667% ; 2 unit = 45.714% ; 3 units = 23.81%   

4 units = 16.19% ; 5 units = 7.619% 

X5: Number of 

Family rooms 
unit 1 unit = 93.333% ; 2 units = 6.667% 

X6: Number of 

Carports 
unit 1 unit = 40% ; 2 units = 60% 

X7: Electricity 

Capacity 

1: 2200 watt 

2: 3500 watt 

3: 4400 watt 

1 = 52.381% ; 2 = 31.429% ; 3 = 16.19% 

X8: Building 

Configuration 

0: Not Hook 

1: Hook 
0 = 95.238% ; 1 = 4.762% 

X9: Distance to 

Nearest Primary 

School 

km 0.432 9.660 2.923 2.618 

X10: Distance to 

Nearest Junior High 

School 

km 0.477 6.674 3.552 2.056 

X11: Distance to 

Nearest Senior 

High School 

km 0.440 9.023 3.920 2.598 

X12: Distance to 

Nearest University 
km 0.687 11.512 5.281 3.107 

X13: Distance to 

Nearest Shopping 

Centre  

km 1.661 10.683 5.736 2.238 

X14: Distance to 

Nearest Church or 

Mosque  

km 0.242 5.372 2.244 1.670 

X15: Distance to 

City Centre 
km 7.003 30.309 18.552 6.580 

X16: Distance to 

Nearest Hospital 
km 0.548 8.819 4.587 1.936 

X17: Distance to 

Nearest Toll Gate 
km 1.361 15.370 7.639 3.952 

X18: Region 

1: North 

2: East 

3: West 

1 = 16.19% ; 2 = 37.143% ; 3 = 46.667% 

X19: Land 

Ownership Type 

0: HGB 

1: SHM 
0 = 76.19% ; 1 = 23.81% 
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dataset. Similarly, the second training dataset consists of 

folds 1 and 3 through 5, with fold 2 designated for the 

testing dataset. This process continues until all five datasets 

are created, as illustrated in Figure 2. 

 
Figure 2 Five-Fold Cross-Validation Model 

 

B. PREDICTION RESULTS 

This section presents the prediction results for each 

machine learning method: LR, ANN, CART, and CHAID. 

The prediction errors are then calculated using the four 

performance indicators and one combined performance 

index. These error values help in determining which model 

provides the best accuracy in housing price prediction.  

✓ Linear Regression (LR) 

 The LR model produces a linear function that defines 

the relationship between the indicators and the predicted 

housing price. Each indicator's coefficient influences the 

predicted price, either increasing or decreasing it, as shown 

in Table 5. The model demonstrates a strong correlation of 

0.980, with the MAE of Rp 180,401,000, the RMSE of Rp 

230,253,000, and the MAPE of 8.556%, as shown in Table 

6. Figure 3 visualizes the correlation between the predicted 

and the actual housing prices. The solid linear line 

represents the model's accuracy, where the data points 

aligning with the line indicate a precise predictions. While 

most projections closely follow this trend, some values in 

the LR method show slight deviations from the linear path. 

Table 5 LR Coefficient for Each Indicator 

Indicator Coefficient 

X1 14,147,728.0 

X2 11,219,869.6 

X3 -41,467,157.4 

X4 -11,762,760.3 

X5 -229,002,938.8 

X6 70,939,539.3 

X7 94,903,241.2 

X8 -36,362,221.4 

X9 -37,222,134.9 

X10 -59,075,776.9 

X11 57,902,683.8 

X12 23,102,658.3 

X13 -48,670,411.3 

X14 109,216,964.5 

X15 -10,006,753.6 

X16 -14,681,789.4 

X17 67,574,005.4 

X18 81,145,303.7 

X19 -60,648,430.4 

Constant -622,930,714.8 

 

Table 6 The Prediction Performance of LR Method 

Performance  

Indicators 
Result 

R 0.980 

MAE (million Rupiahs) 180.401 

RMSE (million Rupiahs) 230.253 

MAPE (%) 8.556 

 

 
Figure 3 Relationship Between the Predicted and the 

Actual Housing Prices Using the LR Method 

 

✓ Classification and Regression Tree (CART) 

 In this method, the tree depth is adjusted to find the 

best prediction result based on the given indicators. Among 

the tested tree depths, a tree depth of 10 delivers the best 

performance, as it has the highest RI value. The CART 

model with a tree depth of 10 achieves a correlation of 

0.936, the MAE of Rp 395,034,000, the RMSE of Rp 

370,577,000, and the MAPE of 11.671%, as seen in Table 

7. Figure 4 illustrates the relationship between the 

predicted and the actual housing prices using the CART 

method. Several projected data points show significant 

deviations from the linear reference line, indicating 

variations in the model’s prediction accuracy. 

Table 7 The Prediction Performance of CART Method 

Tree 

Depth 

Performance Indicator 

RI 
R 

MAE 

(million 

Rupiahs) 

RMSE 

(million 

Rupiahs) 

MAPE 

(%) 

3 0.877 434.504 536.128 18.402 0.000 

4 0.918 428.194 412.032 13.836 0.529 

5 0.930 413.104 387.121 13.042 0.746 

6 0.932 411.087 388.833 12.763 0.773 

7 0.935 396.707 371.450 12.127 0.961 

8 0.936 395.370 370.418 11.779 0.992 

9 0.936 395.034 372.729 11.717 0.993 

10 0.936 395.034 370.577 11.671 1.000 
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Figure 4 Relationship Between the Predicted and the 

Actual Housing Prices Using the CART Method 

 

Chi-Square Automatic Interaction Detection (CHAID) 

In this method, the tree depth is adjusted to identify the 

most accurate prediction result based on the given 

indicators. Among the tested tree depths, a tree depth of 7 

delivers the best performance, as it has the highest RI value. 

The CHAID model with a depth of 7 obtains a correlation 

of 0.923, the MAE of Rp 306,075,000, the RMSE of Rp 

425,346,000, and the MAPE of 11.739%, as seen in Table 

8. Figure 5 illustrates the relationship between the 

predicted and the actual housing prices using the CHAID 

method. Several projected points show significant 

deviations from the linear reference line, indicating 

variations in the model’s prediction accuracy. 

 

Table 8 The Prediction Performance of CHAID Method 

Tree 

Depth 

Performance Indicator 

RI 
R 

MAE 

(million 

Rupiahs) 

RMSE 

(million 

Rupiahs) 

MAPE 

(%) 

3 0.919 332.784 470.799 12.009 0.021 

4 0.920 315.000 436.117 12.027 0.476 

5 0.922 308.924 426.615 11.778 0.910 

6 0.923 306.075 425.484 11.739 0.999 

7 0.923 306.075 425.346 11.739 1.000 

 

 
Figure 5 Relationship Between the Predicted and the 

Actual Housing Prices Using the CHAID Method 

 

Artificial Neural Network (ANN) 

In the ANN method, the number of neurons is adjusted to 

get the best prediction accuracy based on the given 

indicators. Among the tested number of neurons, the ANN 

model with 12 neurons delivers the best performance, as it 

has the highest RI value. The ANN model with 12 neurons 

achieves a correlation of 0.984, the MAE of Rp 

160,681,000, the RMSE of Rp 216,822,000, and the MAPE 

of 7.401%, as seen in Table 9.  

 

Figure 6 illustrates the relationship between the predicted 

and the actual housing prices using the ANN method. 

Several projected points show some deviations from the 

linear reference line, indicating the variations in prediction 

accuracy of the model. 

 

Table 9 The Prediction Performance of ANN Method 

Number 
of 

Neurons 

Performance Indicator 

RI 
R 

MAE 

(million 

Rupiahs) 

RMSE 

(million 

Rupiahs) 

MAPE 

(%) 

10 0.980 174.751 235.434 7.584 0.585 

12 0.984 160.681 216.822 7.401 1.000 

20 0.968 185.319 281.989 7.870 0.000 

 

 
Figure 6 Relationship Between the Predicted and the 

Actual Housing Prices Using the ANN Method 

  

C. COMPARATIVE ANALYSIS OF THE 

ARTIFICIAL INTELLIGENCE (AI) METHODS 

A summary of the prediction performance of each model is 

provided in Table 10. These results are compared to 

identify which artificial intelligence (AI) method delivers 

the highest accuracy in the housing price prediction. 

Among all four tested methods, the ANN method gives the 

best performance in predicting the housing price, as 

indicated by its highest RI value of 1.00 and its training 

time of 3 seconds only. The ANN model with 12 neurons 

achieves a correlation R of 0.984, the MAE of Rp 

160,681,000, the RMSE of Rp 216,822,000, and the MAPE 

of 7.401%. The flexibility of the ANN model allows it to 

build better prediction model. On the other hand, CART 

has the lowest RI value. The CART model with a tree depth 

of 10 achieves a correlation R of 0.936, the MAE of Rp 

395,034,000, the RMSE of Rp 370,577,000, and the MAPE 

of 11.671%. These results indicating that the CART 

method is the least effective method for predicting the 

housing prices. In every prediction model, two indicators 

which are Land Area (X1) and Building Area (X2) are the 

top indicators that much more impactful or important than 

the others in predicting the housing price. Overall, it can be 

determined that the ANN method yields the best prediction 

accuracy compared to the other three methods used in this 

case study. 
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CONCLUSIONS 

This study conducts a comparative analysis of several 

methods in the housing price prediction, consists of one 

traditional approach, which is Linear Regression (LR), and 

three artificial intelligence (AI) methods, which are 

Artificial Neural Network (ANN), Classification and 

Regression Tree (CART), and Chi-Squared Automatic 

Interaction Detection (CHAID). The housing dataset is 

used to create the prediction models, which will be further 

tested to determine the accuracy in predicting the housing 

prices. The model accuracy is evaluated using the four 

performance indicators—R, MAE, RMSE, and MAPE—

together with the Reference Index (RI) to find the best 

prediction method. Based on the case study results, it can 

be concluded that the AI-based methods, the ANN model, 

outperform the other methods in predicting the housing 

prices. 
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