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Abstract. There’s currently 120 types of koi fish that has been bred around the
world. The types of koi fish depend on the colour patterns and shapes they have.
There's alot of patterns that has similarity between one type with another. For
example, sanke and showa koi fish will look similar from a non-expert’s point of
view, because both type has same colour pattern, which is red, black and white. In
actuality, sanke koi is dominantly red and white with slight black accent, while
showa’s dominant colour is red and black, with white accent. In this research, Zero
Parameter Simple Linear Iterative Clustering (SLICO) method and Simple Linear
Iterative Clustering (SLIC) will be tested and used to process the image
segmentation process to eliminate the background of the image. Colour Local
Binary Pattern method is used to get the textures on images through the RGB, HSV,
and grayscale colour space. Support Vector Machine is used to identify types ofkoi
fish. To test the SVM, two kind of kernel is used, which is linear kernel and Radial
Basis Function (RBF) kernel. The results of this study are the program able to
recognize types of koi from images. The test results show an accuracy of 36% in
grayscale colour space, 50% in RGB colour space, and 48% in HSV colour space.

Keywords: Colour Local Binary Pattern, Fish Identification, Support Vector
Machine, Zero Parameter Simple Linear [terative Clustering.

ﬁ Introduction

There’s currently 120 types of koi fish that has been bred around the world. The types of koi fish
depend on the colour patterns and shapes they have. There's a lot of patterns that has similarity
between one type il another. For example, sanke and showa koi fish looks similar from a non-
expert perspective, because both has same colour pattern, which is red, black and white.

In actuality, sanke koi is dominantly red and white with a slight black accent, while showa'’s
dominant colour is black and red, with white accent. To prevent misidentification, a program that
can help identifying koi fish types will be useful for the users to find out the koi fish type they
going to buy or sell. This program can be made using computer vision.




So far, several researchers have conducted research on the identification of fish species. One
of them is a study that identified herring, mackerel, and blue whiting by using CNN and synthetic
images, with an accuracy of 94.1% [2]. In research on the identification of koi fish species that
have been held, researchers used the SLIC and CNN methods. Although the final result is quite
good accuracy, which is 80%, but because the parameters required for each image are different,
the researcher must enter the parameters manually [12]. This will certainly affect the final result.
If the newly entered image requires new parameters, the results will not be as accurate as before
because the parameters do not match.

To create an accurate object identification system, super pixel segmentation method can be
used. Super pixel segmentation itselfhas several methods, where the method will group the pixels
in the image into a group of pixels with the same characteristics. Simple Linear Iterative Clustering
(SLIC) is one of the super pixel methods that can be used. The weakness of this method is the
difficulty of determining the parameters required for each image, especially if the image used has
a different qualitffjand texture [1]. To overcome the shortcomings of the SLIC method that has
been mentioned, in this study, Zero Parameter Simple Linear Iterative Clustering (SLICO) will be
used for segmentglion. After the image has been successfully segmented, introduction of koi fish
can be done with Local Binary Pattern (LBP) and Support Vector Machine (SVM).

SVM is a method that is often used in the classification of data, images, and text. SVM is a
compact model, so the memory used is relatively small. In addition, by using a kernel that can
convert inputs into the required format, so that SVM is able to adapt to various data. There are
various types of kernels, including linear kernels and RBF. Linear kernels are the simplest kernels,
which are often used when the data entered can be separated only by a single line. This kernel is
also often used when ina dataset there are alarge number of features. Radial Basis Function (RBF)
is a kernel that is often used for classification, where the boundaries are hypothesized to have a
curve shape. The kernel has parameters that are easy to calibrate so it's easy to use.

In this study the SLIC and SLICO method will be tested and compared. After the image is
successfully segmented, the SVM method is used to identify species of fish. [dentification using
SVM will bssisted by the kernel, which in this study will compare the final results of two types
ofkernels, which is linear kernel and RBF kernel.

The purpose of this study is to create a program that is able to identify the types of koi fish
based on their pattern and shape using images. It is expected that from this research, people who
do not understand the types of koi fish can recognize the existing koi fish species, also in order to
help koi fish buyers and sellers to check or cross-check back the fish they bought or sell.

2. Materials and Methods

2.1 Koi

Koi fish are an omnivore type of freshwater fish. They mostly active during the summer, spring
and fall season. They hibernate during winter. Koi fish itself is a type of goldfish. The difference
between koi and ordinary goldfish is koi's torpedo-like body shape. They can live for 30 years or
even more than 100 years if properly taken care of.

The type of koi fish are determined not only by shape, but also their colour pattern. They
usually kept in a medium or large pond, unlike other ornamental fish that kept in an aquarium.
Therefore, the upper body pattern determines their types. These colour patterns or types affect
the quality and price of the fish. The colour patterns of each type always differs from one to
another, making each fish unique and varied.




2.2 Zero Parameter Simple Linear Iterative Clustering (SLICO)

Superpixel is an algorithm that groups pixels in the same area with the same characteristic. By
using superpixel as segmentation method, the quality of the final result will increase dramatically,
and the program will run faster. Superpixel itself has several method, one of which is SLIC.

SLIC can be considered as one form of k-means, but SLIC has difference where the number of
distance calculations is reduced by the size of the superpixel. The color and spatial relationship
will then be combined to update the size and density of the superpixel [6]. SLIC uses the same
parameters for all superpixels in the image. In this study, optimized version of SLIC is used, which
is SLICO. This method doesn’t require users to set the parameter for each superpixel. That way,
the result of the segmentation will be smoother than SLIC. To get the right size for each superpixel
in an image, the superpixel center will be needed.

Segmentation refers to the process of partitioning images into segments, which aim to
simplify and change the representation of images to be more meaningful. Segmentation is
commonly used to find objects and image boundaries [8]. The result of image segmentation is a
set of segments that collectively cover the whole image, or a set of contours extracted from the
image.

Gaussian Blur function is commonly used to reduce noise and detail, which will be used at
the pre-processing stage to improve image structure [5]. Region Adjacency Graph (RAG) is a
method that is able to provide an overview of the relationship between each region obtained from
segmentation [4]. This segmentation method is commonly used for colour image segmentation
[9]. Graph cut is an efficient graph-based segmentation technique that can function as a powerful
energy minimization tool that produces optimal solutions globally [12].

2.3 Color Local Binary Pattern (CLBP) Support Vector Machine

Color Local Binary Pattern (Color LBP) is an adaptation ofthe Local Binary Pattern (LBP) method.
The method for taking a descriptor for LBP Color is the same as the usual LBP method, butadding
color to the process. Color LBP is a LBP method that is intended for color images, and is used as a
descriptor for color.

The result of Local Binary Pattern is a color histogram which is an effective descriptoffof a
color image [10]. There are a variety of color spaces that can be used to capture features for Color
LBP namely, RGB, HSV and YIQ. RGB is the color space that is most often used in color ifffages. HSV
is a color space that represents the human vision system. Whereas YIQ represents luminance,
chrominance blue and chrominance red [3].

2.4 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a learning model with an algorithm that analyzes data for
classification, identification, and analysis. This method is able to minimize empirical
misclassification and maximize geometric margins, so that SVM is known as the maximum margin
classifier [11]. The creation of the SVM model is assisted by a kernel thatis used to convert inputs
into the required format.

There are several kernels that can be used, one of which is a linear kernel [7]. Linear kernels
are the simplest kernels which are often equivalent to non-kernels. This kernel is often used when
the data entered can be separated only by a single line, or when in a dataset there are a large
number of features.

SLIC can be considered as one form of k-means, but SLIC has difference where the number of
distance calculations is reduced by the size of the superpixel. The color and spatial relationship
will then be combined to update the size and density of the superpixel [8]. SLIC uses the same




parameters for all superpixels in the image. In this study, optimized version of SLIC is used, which
is SLICO. This method doesn’t require users to set the parameter for each superpixel. That way,
the result of the segmentation will be smoother than SLIC. To get the right size for each superpixel
in an image, the superpixel center will be needed.

3. Result and Discussion

3.1 Testing of Training Results

The training was conducted using SLICO and SLIC segmentation results and descriptions in the
pictures using LBP. The description results are then used to conduct training on SVM. The LBP
parfheter values tested are numPoint 24 with a radius of 1 to 5. The parameters used for SLICO
are region size 20, minimum element size 10, and number of iterations 500 and 300. For SLIC, a
ruler parameter of 10.0 is added.

Data is tested in two SVM kernels, namely linear and RBE The C parameter to be tested is
1000. The parameters for the RBF to beffpsted are 1 and 0.5. In the table, variable A represents
the SLICO method with the parameters region_size 20, min_element_size 10, arﬂnum_iteration
500. Variable B represents the SLICO method with the parameters region_size 20,
min_elemernsize 10 and num_iteration 300. Variable C represents the SLIC method with the
parameters region_size 20, min_element_size 10 and num_iterze 10 and nurn_itention 300. 500,
and the D variable represents the SLIC method with the parameters region_size 20,
min_element_size 10, and num_iteration 300. Furthermore, numPoint will be abbreviated to NP
and the radius is abbreviated to R. Table 1 is the results of testing using the SVM model that has
been trained. Highlighted columns are those that have the smallest overfit value of each variable.
From the test results it can be concluded that for trials with grayscale and linear SVM colour space
with a cost of 1000, the D variable has the smallest ratio between the accuracy of training and
testing, which is equal to 1. However the D variable has a small accuracy value compared to the
others.

3.2 Testing of Program

This process is used to remove the background and take on the shape and pattern of koi fish. This
process is carried out with this segmentation process which has stages, namely Gaussian Blur
administration, SLICO application in images, RAG application and Graph Cut in images, replace
background, bounding box objects, crop objects and scaling.

Table 1. Testing Result on Linier SVM with cost 1000.

Linier SVM NP NP NP NP NP
A 26% 31% 28% 32% 32%
B 24% 34% 27% 35% 34%
C 25% 23% 20% 21% 20%

D 23% 21% 20% 24% 20%




From the test results it can be concluded that for trials with RGB colour space and RBF SVM
at a cost of 1000, the D variable with gamma 0.5 has the best accuracy, where the training results
are 41% and testing is 35%, with a difference of 6. This variable was chosen because among the
results Another trial, variable D with gamma 0.5 has the smallest overfit value compared to other
variables. After the description process using LBP is complete, the histogram is then classified
using the Support Vector Machine (SVM). Figurel is an example of the results of predictions using
SVM.

Figure 1. Identification and Segmentation Koi Fish Result Using SVM.

The Figure 2 is a histogram for the colour RGB channel on the colour space obtained by Local
Binary Pattern (LBP). The results of testing using the SVM model that has been trained.
Highlighted columns are those that have the smallest overfit value of each variable.

- - -

Figure 2. Histogram result for channel RGB on colour space using Local Binary Pattern

The test in Figure 3 is done @ing Local Binary Pattern with numPoints of 24 and a radius of
3 with SLICO parameters namely region_size 20, min_element_size 10, and num_iteration 300 and
linear SVM with the Cost 1000 parameter. These parameters were selected because they have the
highest amount of accuracy in the RGB colorspace by 50% based on the results of comparisons
that have been done before. This process is used to create graphs based on labels that have been
formed from the previous process. Figure 3 is a graph produced in the LBP process. Figure 3 isa
mask image resulting from the RAG and graph cut processes. The value written on the table is the
precision value of each type of koi fish. The value is obtained by using the metrics classification
from the sklearn library. The higher the precision value, the lower the possibility of false positives
during testing. The average value of precision in grayscale colorspace is 32.8%. The average
precision in the HSV colorspace is 47%.




Figure 3. The Result of SLICO Segmentation on colour space using Local Binary Pattern

4. Conclusion

Based on implementation and discussion, it can be concluded that:

* The collected koi fish dataset has reflections of light, shadows or water ripples, causing
some images to not be segmented to the maximum.

* The SLICO method can replace the SLIC method efficiently, without reducing computing
time where both methods require 6 hours to process training data and 4 hours to process
testing data.

* The SLICO method is able to give higher accuracy results compared to the SLIC method.
In the RGB colour space, SLICO is able to produce the best accuracy of 50% while the best
accuracy of the SLIC method is 35%.

« The most suitable type of colour space used in doing the description using the Colour
Local Binary Pattern method is the RGB colour space with the highest accuracy of 50%
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